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ABSTRACT

This paper examines the construction of a price index based on an estimated demand system. In
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in order to interpret the demand estimates into welfare measures. Using estimates of a brand-level demand
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1. INTRODUCTION

Accurate measurement of changesin the cost of living is one of the major tasks of applied
economics. The results have implications for a variety of issues ranging from aggregate growth,
industry productivity, real wages and poverty rates. The Consumer Price Index (CPl) Commission,
appointed by the Senate Finance Committee, found that the current CPI overstatesthe cost of living
by about 1.1 percentage points (Boskin et al. 1996). The Commission also pointed to several causes
of thishias. Two of concernsraised, introduction of new products and quality changes (Gordon and
Griliches, 1997), have been studied usi ng estimated demand systemsto eval uate wel fareimplications
(for example, see Tratenberg, 1989, 1990; Pakes, Berry and Levinsohn, 1993; Hausman, 1996,
1997, Petrin 1998).

This paper attempts to construct a price index that accounts for new product introductions
and quality changes. Thebasicideaisstraight forward. | estimate a demand system, which allows
for the inclusion of new products and accounts for quality changes. Next, | use the estimates to
construct a measure of changes in consumer welfare, which can be converted to a price index.
However, in order to construct the welfare measure | show that one has to make assumptions about
the interpretation of the estimation results. In particular, the researcher has to take a stand on the
interpretation of (1) time dummy variables, if these are included in the regression (as they usually
are), and of (2) the error-terms. Consider an estimated positive time trend (or dummy variable).
There areat | east two reasons why the demand for aproduct could increase. The product could have
improved, in which case, everything else being equal, consumer welfare increased. On the other
hand, it is possible that the alternatives got worse. Both of these interpretations are consistent with
an estimated positive time effect, and if the purpose of the estimation isto compute own- and cross-
price elasticities then separating them is not important. But they have different implications for
consumer welfare.

An additiona assumption hasto be made regarding the residual from the estimation. If the
error-term represents sampling error then we want to use the “average” demand curve for the

analysis. But in the analysis below | use aggregate data in which case it is unlikely that the error-term



is driven by sampling error (Berry, Levinsohn and Pakes, 1995). Instead the error-term includes
product characteristics, which are unobserved by the econometrician but valued by consumers.
Therefore, theresidua should beincluded inthe welfare analysis. But when performing the welfare
computation should the residual be allowed to vary between periods or be held fixed? The answer,
once again, depends on interpretation. If achangein the residua reflects a changein tastes (in the
sense of Fisher and Shell, 1972) then the answer is no: the residual should not be alowed to vary in
thewelfareanalysis. Ontheother handif theresidual capturesunobserved quality changesit should
be alowed to vary.

Therest of this paper discusses these two assumptions. In Section 2 | present the problemin
the context of a discrete choice model. It isimportant to note that the points made below are not
specific to this model, and are more genera. The main claim is that neither of the above
interpretations is identified from the price and quantity data used to estimate the demand system.
Using data for ready-to-eat cereal and estimates of a demand system (taken from Nevo, 2001) |
present, in Section 3, the empirical importance of the various assumptions. | show that if one wants
to produce a price index that accounts for new brands and quality changes, depending on which
assumptionsare chosen, theresultsrangefrom a35% increaseinthereal priceof cereal over 5years,
to a2.4% price decrease. For the data used here the assumption regarding the time trend is more
important than the assumption on the error-term, and explains almost all of thisrange. This might
not always be the case.

Given thiswide range | argue that common practice should include reporting thisrange. In
cases, like here, where the range is wide | claim that researcher should be clear about the
assumptions made and justify them based on prior knowledge. | point to situations where different

sets of assumptions are more reasonable.

2. THE MODEL
| demonstrate my point in the context of a random coefficients discrete choice model of

demand. The problems outlined below are not specific to this model; As | show below they have



paralel ina"classic* demand model. Furthermore, similar issues arise when computing a price
index based on a so called index formula. | focus on the discrete choice model for two reasons.
First, thismodel has gained popularity lately and has been used in avariety of situations. Second,
the somewhat more structural nature of the model (in particular the error-term) allows one to think

about the problem more conceptually.

2.1 An Empirical Model of Demand
Suppose we observe t=1,...,T markets, each with i=1,...,M, consumers, who are offered
j=1,....J, brands. For simplicity we can think of t asindexing time. The conditiona indirect utility

of consumer i from product j at timetis

t t

e, (1)
ij ij
where x' is a vector of K observable product characteristics, p is the price of product j at timet,
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assumed common to all consumers, &' is the valuation of unobserved (by the econometrician)
product characteristics, and €, is amean zero stochastic term. Finally, (¢; B;) are K+1 individual
specific coefficients.

| model the distribution of consumers taste parameters for the characteristics as

*
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where D, is a dx1 vector of demographic variables, II is a (K+1)xd matrix of coefficients that

measure how the taste characteristics vary with demographics, and X is a scaling matrix. This
specification allows the individual characteristics to consist of demographics that are observed,
denoted D,, and additional characteristics that are unobserved, denoted t;, for which a normal
distribution is assumed.

In principle, this specification alows for wealth effects since equation (1) allows the
marginal utility from income, o, to vary by individual, and equation (2) allows these coefficients
to vary with demographics, one of which could be current income. In reality if the price of the

product is small relative to current income one can assume that these coefficients do not change as



aresult of price changes. Bothin order to simplify the presentation, and since my empirical example
examines ready-to-eat cereal that satisfiesthe requirement that price is much lower thanincome, for
the rest of the paper | assume no wealth effects*

The specification of the demand system is completed with the introduction of an "outside
good"; the consumers may decide not to purchase any of the brands. The indirect utility from this
outside option is

Vi(t) :§B+3?05Vi(t) +8ito -
Consumers are assumed to purchase one unit of the good that gives the highest utility. This
implicitly defines the set of unobserved variables that lead to the choice of good j. Given
assumptions on the distribution of the unobserved variables the model can be estimated with
aggregate data (Berry, 1994; and Berry, Levinsohn and Pakes, 1995).

Various distributional assumptions on the unobserved variables would lead to different
discrete choice models. For example, assuming o, =« and B, =pfor all i and g;' isdistributed i.i.d.
with aType| extreme value distribution, we get the well-known (Multi-nominal) Logit model. The
problems with the own- and cross-price elasticities implied by this model have been well
documented (for example see McFadden 1981, or Berry Levinsohn and Pakes, 1995). Furthermore,
the Logit model is also problematic for evaluating the welfare effects of economic changes (Petrin,

1998).

2.2 Welfare Evaluation of Economic Changes Using Discrete Choice Models of Demand?
A consumer’s well-being will increase as a result of a price change if and only if
u.(p W) —ui(pt’l,w)>0, whereu(-) is consumer’s indirect utility function,p ' and p ** are the

prices before and after the change, respectivelywefdis the consumer’s income. In order to

This assumption does not drive any of the results, and although the details are slightly different the exercise
below can berepeated for products where wealth effects are significant. Note, that thisassumption still allowsincome
to impact choice as a demographic variable, like age or education.

2This section reviewswell-known definitions from welfare economics and shows how they apply to the model
used here. For further discussion see, for example, Mas-Colell, Whinston and Green (1995) or Small and Rosen (1981).
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expressthewelfare changein monetary termsaparticular classof indirect utility functionsare used.
Theseare constructed from the expenditure function and are called money metric. Using anarbitrary
price vector, p»0, define (p, u,(p,w)). Thisfunction gives the expenditure the consumer needs to
reach the utility level u,(p,w)when pricesare p. Thus, the consumer is better off if and only if
&P, u(p ', w)) - &P, u(p" %, w))>0. 3
Furthermore, the left-hand side of equation (3) provides a monetary measure of the change in
consumer welfare. This measure isimportant if we want to aggregate the change in welfare over
several consumers, or if we want to compare to changes in producers profit.
In principal any price vector p can be used to construct the measure in equation (3). A
natural choiceis p**, which leads to the welfare measure suggested by Hicks (1939): the equivalent
variation (EV).2 The EV is the change in consumer wealth that would be equivalent to the change

in consumer welfare due to the price change (expressed in monetary terms). Let uit =u(p‘,w) then

EV, =e(p'u)-e@Lu ) =ep™u)-e@tu).

This measure will be negative when the consumer’s well-being decreases as a result of the change,
and positive when it increases. Note, that the utility is not held constant between the two periods
but income is, i.ew=e(p' Lu ) =e(ptu'). Two ways to think about EV is (1) that it measures

the difference in expenditure needed to achieve different utility levels in the two periods facing the
initial prices; or (2) that it measures the difference in expenditure required for achieving the second
period utility when faced with the two different price vectors.

As shown by McFadden (1981) and Small and Rosen (1981), for the model presented in the

3An alternative choice is p', which leads to the compensated variation (CV). Due to the assumption on no
wealth effects these two are equal.

“The equivalent variation can also be represented in terms of the compensated (Hicksian) demand curves:
EV,(p.p W) = [ "h(p,u’)dp

where h(-,") is the compensated demand curve. Inwords, the EV isequal to the areabetween p"*and p'andisto the
"|eft" of the compensated demand curve associated with the utility level u'. Dueto the assumed lack of wealth effects,
this is equal to the area “left” of the compensated curve associated with the utilityleasiwell as to uncompensated
Marshallian consumer surplus.



previous section the EV variation of individual i is given by

EV,= ' (4)

where u' " andu;" are the (unconditional) indirect utilities in periods t-1 and t, i.e., u'=max ;.

The measure of total consumer welfareis given by

EV=M f EV, dP"(D,1,e) =M f EV,, dPo(D)dP, (x)dP, (c) (5)

where M is the total mass of consumers and P *(-) are distribution functions. An assumption of
independence of D, T and & implies the equality

Theintegral in equation (5) can be computed in severa ways. First, wecould simulate draws
from the distribution of the unobservable variables, €, v and D, for each triplet compute the value of
theintegrad, EV,,, and computethe (weighted) averageof all thedraws (Pakes, Berry and Levinsohn,
1993). Although intuitive, this approach isan inefficient way to compute the value of thisintegral.
If the marginal utility of incomeisfixed for each individual (i.e., it does not vary as aresult of the
price change we are evaluating), then an alternative is to use the derivation of McFadden (1981) to
integrate analytically the extreme value distribution of &. Inwhich case the integral in equation (5)

IS given by

dP, (1)dPy (D). (6)

" f In[zfto exp(vi,-t)] - [Zﬁts exp(viﬁl)]
0;
If the marginal utility of income varies with the event that we are measuring, then the computation
Is more complex (McFadden, 1995).
The EV can be converted into a price index by finding the factor by which we have to
multiply all prices in the base period in order to get the same welfare impact as computed by

equation (6). Formally, we have to solve for ¢, such that

M le(p  u)-elgt-p* L u)) dPo(D)dP, (D)GP, (2) ~EV,

whereEV, is given by equation (6). In general this involves solving a non-linear equation.



Trajtenberg (1990) proposes approximating this, somewhat difficult to compute quantity, by the
value computed in equation (6) divided by the average pricelevel in period t-1. Finally, the above
discussion was cast in terms of price changes but it can easily be used to treat other economic
changes, for example introduction of new brands or a change in the quality of existing brands.

There are two other measures of welfare that are commonly used. Thefirst isa priceindex
based on so called index formulas. The basic ideaisto summarize many pricesinto asingle index,
which tries to measure the average price increase. Different weights, used to average across
products, will yield different indexes. For example, the quantities consumed in periodst or t+1 are
acommon choices for weights. Below | present one such price index as a preliminary analysis of
the data.®

Thesecond approach isaquantity index. Theintuition behind thisindex isthat of revealed
preference. For example, given the pricesin t+1 isthe bundle consumed in t affordable? If so, and
if it was not chosen, then the consumer is (revealed preferred to be) better off. Thismeansthat one
can use the prices in t+1 to average across quantities in both periods to construct a (revealed
preference) quantity index. Asin the case of a price index, there are many choices for the weights

used to average the quantities. Below | present and discuss one such choice.

2.3 Two Key Assumptions

Whether we are interested in the aggregate EV, or some other statistic, and regardless of
whether this statistic is computed analytically or by simulation, there are two assumptionsthat have
to be made. (1) What has happened to the utility from the outsi de good between the two periods? (2)
What is captured by the unobserved characteristics, ci} , and do these characteristics change between
the two periods?

When estimating the model previously described we cannot separately identify achangein

®See Diewert (2001), and referencestherein, for variousways of constructing and deriving such an index, the
correspondence between these measures and EV, aswell as various other issues in constructing an index number. Itis

important to note that theissuesraised hereareimplicitly present in these priceindexes. The structure of the model used
here allows us to discuss the issues.



the utility from the outside option from achangein the mean utility of theinside goods. For example
we cannot distinguish between an increase in the desirability of the inside goods from adecreasein
the utility of the outside good. These two effects have opposite implications for consumer welfare.
If the inside goods have improved then consumer welfare increased, while if the quality of outside
good deteriorated then consumer welfare decreased.

Thisidentification problemisnot uniqueto the discrete choicemodd. For exampleconsider
the casewhere atime dummy variableisincluded in ademand system. A positive coefficient onthis
time dummy variable implies an outward shift in the demand curve which can be a result of two
different reasons. A decrease in the quality of alternative products, which implies a decrease in
overall welfare, or an increase in the quality of the product being considered, which implies an
increase in overall welfare. If the demand for the aternative commodities is modeled then the
changes in utility from these alternative products will be captured by the change in their demand
curves. However, in practice we are never able to include all aternativesin the demand system.

A different problemisthat the utility given in equation (1), required to compute the integral
in equation (5), includes the unobserved product characteristics, ci}. By definition the unobserved
characteristics include all variables that are not included in the model just like the error-term in a
classical demand system. Indeed in the estimation this variable will be the error-term, and therefore
it can be recovered astheresidual. If we use datafrom both periodst and t-1 to estimate the model,
thenin general wewill havetwo different values of ci} for productsthat were present in both periods.
Which values of é} should we use for the welfare analysis? Should we use the same value in both
periods?

The answers depend on what we believeisincluded in the unobserved components. If these
componentsare merely unobserved product characteristics, and achangeinthemisaquality change,
then one would want to let them vary over time. On the other hand, if changesin these components
capture taste changes (in the sense of Fisher and Shell, 1972) we would like to hold them fixed. In
reality the unobserved components include both aspects, but which is more important depends on

the case being analyzed, and cannot be identified without additional information.



If oneis able to include many observed physical characteristics in the demand moddl it is
tempting to hold the residual, é}, fixed in the welfare analysis. However, if new options are
introduced ci} plays an additional role, which is best explained by an example. Consider the
following situation:® consumers choose between driving their car to work or taking the red bus (for
simplicity assume that working at home is not an option and that the decision of whether to work or
not does not depend on the mode of transportation). Half the consumers choose a car and half
choosethered bus. Now suppose we artificially introduce a new option: ablue bus. Thisoptionis
artificial because consumers do not care about the color of the busand in their eyesthe red and blue
buses are identical. Abstracting away from any competitive effects (suppose prices are regul ated),
theintroduction of thissupposedly new optionwill result inan equilibriumwhere half the consumers
choose a car, and the rest are evenly split between the two color buses. Consumer welfare has not
changed.

Supposearesearcher wantsto usetheLogit model to analyzethe consumer welfare generated
by the introduction of the blue bus. If datafrom before and after the introduction is observed the
guestion of whether ci} should beallowed to change becomesrel evant. Normalizethe margind utility
of income, @, 10 1, and V., =V, =0. Then Vg =109(Se) ~100(Ss,) =0, where S'denotes the
(observed) share of the population that choose option | at timet. Sincewe assumed no changein any
of the characteristics, or in price, the only potential change between t and t+1 (i.e., with or without
the new option) is the change in the unobserved components. If these are held fixed
thenV,.,' =V =V}t =0 and the change in consumer welfare, given by equation (6), is
(log(3) -10g(2))/1, which is positive. If we alow the unobserved components to vary
thenV' =10g(Syy) - log(Sh) =10g(0.5) = Vi and the change in consumer welfareis 0.

This example demonstrates several things. Firgt, it shows that when new options are

introduced the unobserved components are not merely unobserved physical characteristics. There

Is no physical difference between the bus option pre-introduction and the reb/blue options post

®This example is the well-known red bus/blue bus problem introduced by Debreu (1960).
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introduction, yet in order to obtain the right answer we had to assume that the unobserved
components changed. Second, thisexample suggests at |east one situation in which allowing the @}
to vary isagood idea: if the brand being introduced is a good (perfect) substitute for previously
existing products. Note, that the amount of the change was not arbitrary: it was computed from the
observed market shares post introduction.

The distinction made here between the time trend and the error termsis somewhat artificial.
They both stem from the same problem: we do not know what is the unobserved term. The time
trend just removes the trend from the unobserved term, which hel ps with the estimation, but does
not solve the problem of interpretation. The reason | separate the two isto stress that the problem
appliesto all components of the model that are not fully specified, whether or not they are part of

the econometric error term.

3. AN EMPIRICAL EXAMPLE

This section demonstrates the use of the methodology presented in the previous section to
welfareanalysisof priceand quality changes, and brand introductionintheready-to-eat (RTE) cereal
industry. | usethe datadescribed in the Appendix to estimate the demand for cereal using arandom
coefficients discrete choicemodel. Next, | usethe estimated demand system to evaluate the welfare

gainsin thisindustry over the period considered.

3.1 Trends in the Ready-to-Eat Cereal Industry

Ready-to-eat cereal wasfirst introduced roughly 135 yearsago. Initialy it was mainly used
to provide a healthy breakfast at various health resorts (the most well-known wasthe one run by Dr.
John Harvey Kellogg). 1t was not before long that the popularity of breakfast cereal spread beyond
thislimited use. The sales of RTE cereals grow at a steady 3% annual rate in the post war era. In
1997 the U.S. market consumed approximately 3 billion pounds of cereal, grossing roughly $9
billionin sales.

Thedriving force behind this growth was the successful introduction of new products. The

11



number of new brands introduced by the top six manufacturers (Kellogg, General Mills, Post,
Quaker, Ralston, and Nabisco) increased dramatically over time. In the peak year, 1988, more
brands were introduced than in the decade of 1950-1959. Starting from 1989 the level of
introductions declined and matched the levels of the early 80's.

During the period 1988-1992, of increased brand introductions, the price of cereal rose
significantly. Table 1 presentsvarious price indexes. Thefirst two columns present the Consumer
Price Index (CPI) and the change in the price of food and beverage. Both series are taken from the
BLS. The next six columns present price indexes computed from the data used in the estimation
below. The column labeled “24 Cereal Brands” computes a fixed weights index for the 24 products
that are present in all time period&s mentioned in Section 2.2 this type of a price index tries to
summarize the “average” price increase. Indeed the average price went up and loosely speaking
consumers should be worse off.

In order to complete the picture Table 2 presents quantity indexes, computed from the data
described in the Appendix. The indexes are computed as the per capita pounds consumed relative
to the per capita pounds consumed in the first quarter of 1988. As was noted above, these indexes
could be considered a revealed preference index: if consumers consume more cereal they are better
off, in arevealed preference sense. The most striking feature when comparing Tables 1 and 2 is that
despite a nominal price increase the per capita consumption of cereal increases. For example, in the
second quarter of 1989 the weighted average price of the 24 brands went up, relative to the last
quarter of 1988 (106.7 vs. 103.7), but at the same time so did the quantity index (95.8 vs. 88.4).
Consumers could be consuming more because the quality of cereal has gone up, and therefore
despite the higher prices they are better off. Alternatively, they could be consuming more because
the alternative, the outside good, is worse and therefore they are hurt by the price increase.
Depending on the interpretation we should put more weight on either the price tityqondex as

an indicator of consumer welfare. In a sense it is the relative importance placed on the “revealed

"I used as wei ghts the base period quantities. There are numerous other aternatives one could use, but since
the indexes are given only for descriptive purposes | do present these.
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preference” quantity index, which states that consumers are roughly no worse off, versus the price
index, which states that consumers are strictly worse off, that will explain some of the results we

observe below.

3.2 The Estimated Demand System

The first step of the analysis described in the previous section is estimation of demand. The
empirical model described in Section 2.1 was usHak instrumental variables include average
regional pricesin al quarters and the cost proxies discussed in the Appendix. The results presented
here are taken from Nevo (2001), see there for a detailed discussion. Here | focus only on the main
results®

The results of the estimation are presented in Tablh&first column displays the means
of thetaste parameters, « and 3. Generally speaking the coefficients seem to havethe expected signs.
Thenext five columns present the parametersthat measure heterogeneity in the popul ation: standard
deviations, interaction with log of income, log of income squared, log of age, and adummy variable
that is equal to one if age is under sixteen. The estimates of standard deviations of the taste
parameters are non-significant at conventional significance levelsfor all characteristics except for
the Kids segment dummy variable. Most interactionswith demographics are significant. Marginal
utility from sugar decreases with income. Marginal valuation of sogginess increases with income.
In other words, wealthier (and possibly more health conscious) consumers are less sensitive to the
crispness of acereal.

The estimated time dummy variables (not displayed in the table) show a positive trend with

8My goal in this section isto demonstrate the empirical importance of the assumptions previously discussed.
Therefore, | will not argue here for the validity of the identifying assumptions, the data construction and the modeling
assumptions (see Nevo, 2001, for such arguments). All that | claim here is that the estimated demand system is
“reasonable,” in the sense that using the estimates to demonstrate the effects of the assumptions is meaningful.

13



usually lower demand in the fourth quarter.® The interpretation of this trend will be afocus of the
next section. An additional focus will be on interpreting the change in the residuals. The average
of & -& * iszerowith astandard deviation of 0.67 and 90% of thedistribution between-1.1and 1.1.
Thisisroughly of the same order of magnitude as the estimated time dummy variables, so at least
in principleit isnot clear which of the two assumptions previously discussed would have a greater
impact.

Further discussion of the results and their implications, including price elasticities and

implied markups, can be found in Nevo (2001).

3.3 Welfare Gains

Equivalent variations are presented in Table 4. For each set of assumptions two series of
equivalent variations are computed: those using the full model and a BLS-like measure. The
columns labeled Full are computed by multiplying the population weighted average of the median
EV in each city, by 260 million (the US population) and 365 days. The median EV in acity was
used so to reducetheimpact of outliers.’® Theresultswere multiplied by the number of days because
the “product” is defined as one serving of cereal per capita per day. Therefore, in order to convert
the welfare gain into annual welfare gains we need to multiply by the number of choices made, i.e.,
the number of days. Since this is a per capita measure it is multiplied by the US population in order
to obtain the aggregate measure.

The columns labeleBLSdisplay a BLS-like measure. The BLS price index uses fixed base-

*The time dummy variables could be picking up changes in income over time. These changes should, in
principle, be captured by the model since income can impact choice (see footnote 1). In reality, however, since
household data is not observed this effect can be masked by simulation error. Nevo (2001) went to some length to
insure this was not the case. Here | also examined a specification that included the average income by market. The
results are essentialy identical.

19 also explored eliminating the effects of outliers by taking the average EV of al individuals excluding the
top and bottom 5%, or by averaging only over individuas with EV within two standard deviations away from the city
mean. Admittedly, all these solutions are very ad-hoc. As pointed out by Petrin (1998), one has to be sure that the
welfare results are not driven by the behavior in the tails. Since this point is somewhat orthogonal to the point | am
making here, | focus on measuresthat are not driven by the behavior in the tails of the distribution, rather than offering
ageneral solution.
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year weights. The equivalent in our framework is to assume that the individual probabilities of
purchase of each product do not change, but that the conditional indirect utility obtained from a
product does (Pakes, Berry and Levinsohn, 1993) . For each individual this quantity is computed
by substituting into the integral in equation (6) the difference in utility relative to the base-year,
rather than the welfare derived from a given choice set. Once again the median for each city was
multiplied by the US population and the number of days.

Thetwo measures were computed under different assumptionson what isachangein utility
versus what is a change of tastes. As was discussed in Section 2, the “error” in the regtgssion,

Is the perceived quality of the product (i.e., the level of utility needed to rationalize the observed
purchased quantities.) A change in this variable can be either considered a change in tastes or a
change in the utility consumers obtain from the prodtuithere is nothing in the data or the basic
model to separate these two interpretations. Rather than making additional assumptions the results
in Table 4 examine the two extreme cases. The columns laheldnge assume utility from the

product changes, while the columns labé|efixed attribute the change in the perceived quality to

a change in tastes and therefore fix the valug af its base-year value.

The first four columns attribute all the change over time to changes in the valuation of the
outside good. As was discussed in Section 2 this is equivalent to not including time dummies in the
computation. In contrast, the last four columns attribute the change in the time dummies to increases
in the utility of the “inside” product¥.The actual changes over time are probably a combination of
both these effects, but the data cannot separate which part is due to which effect.

Comparing across the different set of assumptions the equivalent variations vary
significantly. This is seen even more dramatically when we examine the price index, computed as

described in Section 2 and presented in Table 5. The estimates range from a 35.6% increase in prices

“Analternativeisto assumethat this capturesthe effects of variablesthat influence choicebut not utility. This
reguires a separation between choice and utility. Thus, fundamentally undermining the foundation of the revealed
preference approach to consumer welfare.

A1 the columns are based on the same estimati on results, which includestime dummies, thedifferenceisonly
in the interpretation of the results.
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to a2.4% decrease in prices. Thisrange should not be surprising given the difference between the

price and quantity indexes presented above. The different set of assumptions sort out the risein

prices and dlight rise (or no change) in quantities by attributing them to different causes. For
example, the columns that assume the utility from the outside good is fixed, attribute more weight

to the “revealed preference” quantity index and since consumption is roughly constant even though
prices increase consumer welfare has not decreased.

For the data used here the more important of the two assumptions is the one regarding the
change in the utility of the outside good (which is just the allocation of the time dummy variables).
There is no reason why this should always be the case. In particular there are several issues that make
this example unique. First, there is fairly little product or quality improvements in ready-to-eat
cereal. The picture might be different if we examine other products like computers or automobiles.
Second, the analysis here was limited to a small set of well established products. The relative
importance of the two assumptions might differ if we include more new products.

There are a variety of intermediate assumptions one could make of how to attribute the time
effects into changes in the inside goods versus a change in the outside good. One such assumption
is used by Pakes, Berry and Levinsohn (1993), who assume that on average the unobserved quality
of continuing products is the same. With a nearly fixed set of products, like | have here, this is
almost equivalent to the columns that allow the utility from the outside good to change (if the set of
products was exactly fixed this would be exactly equal). An alternative assumption is exploited in
the middle columns of Table 5. Here | assume the utility from the outside good varies with the
Consumer Price IndeX For the data used here this yields results similar to splitting the time effect
equally between the inside and outside goods.

The columns labeleBLSin Tables 4 and 5 display, for each set of assumptions, the results
from the suggested measure holding the set of products and the purchasing probabilities fixed at the

first value of 1988 values. In general the results in these columns vary like those from the full

310 some sense thisis cheati ng. If the purpose of the analysisisto computea CPI than | cannot useit in order
to generate the results.
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model, when compared across different assumptions. For agiven set of assumptionsthe difference
between the Full and BLS columns includes the bias due to using a fixed set of weights and the
exclusion of new products. The latter seemsto have agreater effect. The only new product in the
sampleis Post Honey Bunches of Oats, which was introduced in the second quarter of 1989. This
is also the first point were the two columns start to differ systematically. Note aso that this
difference might over-estimate the bias due to new products because it does not alow for the
disappearance of products. In principle one could try to separate the various effects that contribute

to this difference by using amodel like that suggested by Hausman (1996).

4. DISCUSSION

This paper discusses the use of estimated brand level demand systems to construct a price
index. | use a discrete choice model to point out two key assumptions regarding (1) the
interpretation of the changes over timein the average demand for all products considered; and (2)
the interpretation of a change in the unobserved components effecting demand for each product.
Neither of these pointsis specific to the discrete choice model. Data from the ready-to-eat cereal
industry is used to demonstrate the empirical importance of the assumptions. For this data set the
breakdown of the timetrend (i.e., the average change of al products) was more important than the
interpretation of the brand-specific unobserved component.

Where do these results leave us? | hope that it would become common practice at the very

least to do two things. Firgt, clearly state the assumptions made and provide justification why these

are the “correct” assumptions for the case being considered. Unfortunately, | do not believe that the

various issues could be resolved on theoretical grounds; therefore, reporting the range of the impact

of the assumptions, as presented in Tables 4 and 5, would help. Hopefully in some cases the

sensitivity to the assumptions would be smaller than the example provided here.

In those cases where the range will not be tight, more care should be placed on some of the

details. For example, the effect of alternatives (the changes in the outside good) might be reduced

by including more products in the analysis. Even if this does not impact the estimated demand
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system it could ease the interpretation of the results. Placing more structure on the unobserved
components of demand, and their evolution over time, is another way in which additional
information can be incorporated into the analysis.

While the results of this paper are mainly negative, they have implications on the direction
of future work. The results suggest that certain parts of the model that can be left unspecified, if the
main focus is the matrix of cross-price elasticities (or its implications), have to be better
characterized for welfare analysis. One such characterization is given by Berry, and Pakes (1999),
who rather than leaving the unobserved quality asaresidual model how it evolves. Theperformance
of this new method and its sensitivity to the above assumptions is yet unknown.

As mentioned above the assumptions discussed here are not unigue to the discrete choice
model, they are present in other demand modelsaswell. Furthermore, some of the sameissuesalso
arise when computing a price index using an index formula. For example, Triplett (1998) reports
that using data from the Canadian soft-drinks market Shultz (1994) finds that prices indexes
computed from 6 different index formulasyield arange of 15.1to 925.7, over arange of five years.
While not directly comparable to the range we find here, it does make therange | report seem tight.

A somewhat different use of an economic model to predict the welfare changes due to an
economic event has recently been used by Hausman (1996, 1997) and Petrin (1998). They both
examine the welfare implications of new brand introductions. The essential idea is to use an
economic model of demand and supply to producethe counterfactual of what the market equilibrium
would have looked like in the absence of the new product. With this prediction in hand one could
compare consumer welfare in these two outcomes. This approach isvalid if the subject of research
Is an isolated event (e.g., an introduction of a new product, a merger or a change in regulatory
environment), which can be modeled. In such a case this approach partly side steps the problems
discussed here. Since the purpose of the analysis is to produce a counterfactual for a particular
observed outcome no assumptions have to be made regarding the interpretation of time effects.
Although if onewould liketo link these effectsinto a priceindex the problemisreintroduced. Also

anatural assumption to make with regardsto the unobserved characteristicsisthat they do not vary.
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Thisassumption impliesthat the only reaction to the brand introduction isin prices and not in other
decision variablesthat enter the error-term. For example, if areaction to abrand introduction would
be achangein promotion activity or achangein the unobserved characteristics then thisassumption

will be violated.
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DATA AND ESTIMATION APPENDI X

Data

Market shares and prices were obtained from the IRI Infoscan Data Base at the University
of Connecticut. These data were collected by Information Resources, Inc. (IRI), a marketing firm
in Chicago, using scanning devicesin anational random sample of supermarkets|ocated in various
size metropolitan areas and rural towns. These data are aggregated by brand (for example different
size boxes are considered one brand), city and quarter. The data covers up to 65 different cities, and
rangesfrom thefirst quarter of 1988 to the last quarter of 1992. The results presented are computed
using the 25 brands with the highest national market sharesin the last quarter of 1992 (detailed in
the Table Al). For al, except one, there are 1124 observations (i.e., they are present in al quarters
and al cities). The exception is Post Honey Bunches of Oats, which appearsin the dataonly in the
second quarter of 1989. The combined city-level market share of the brands in the sample varies
between 43 and 62 percent of the total volume of cereal sold in each city and quarter. Combined
national market shares vary between 55 and 60 percent.

Market shares are defined by converting volume sales into number of servingssold (using
the manufacturers suggested serving size), and dividing by thetotal potential number of servingsin
acity inaquarter. This potential was assumed to be one serving per capita per day. The outside
good market share was defined as the residual between one and the sum of the observed market
shares. A price variablewas created by dividing the dollar sales by the number of servingssold, and
was deflated using a regiona urban consumers CPI. The dollar sales reflect the price paid by
consumers at the cashier, generating an average real per serving transaction price. However, the
sales data does not account for any coupons used post purchase.

The Infoscan data was matched with afew other sources. First, advertising data was taken
from the Leading National Advertising data base, which contains quarterly national advertising
expenditures by brand collected from 10 media sources.* | used only the total of the 10 types of
media. Product characteristicswerecollectedinlocal supermarketsby examining cereal boxes. This
implicitly assumesthat the characteristics have not changed since 1988. Although thisisnot exactly
true, it seems a reasonable first approximation. Each cereal was classified into "mushy” or not,
depending onitssogginessin milk.” There might be some measurement error in this classification.
Information on the distribution of demographics was obtained by sampling individuals from the
March Current Population Survey for each year. Individual income was obtained by dividing
household income by the size of the household. Finally, instrumental variables were constructed
using two additional data sources. An average of wages paid in the supermarket sector in each city
was constructed from the NBER CPS Monthly Earning Extracts. Estimates of city density were
taken from the BLS, as were regional price indices.

Summary statistics for all variables are displayed in Table A2.

Estimation
| estimate the parameters of the model described in Section 2 using the data described in the
previous section by following the Berry (1994) and Berry, Levinsohn, and Pakes (1995) method.

YThesourcesinclude: magazines, Sunday magazines, newspapers, outdoor, network television, spot television,
syndicated television, cable networks, network radio and national spot radio.

13| wish to thank Sandy Black for suggesting this variable and helping me classify the various brands.
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The key point of the estimation is to exploit a population moment condition that is a product of
instrumental variables and a (structural) error term, to form a (non-linear) GMM estimator (for

details see Berry, 1994; Berry, Levinsohn and Pakes, 1995). The error term is defined as the city-

quarter specific unobserved product characteristics, ijt (the estimation includes a brand fixed effect,

which captures the overall mean of each brand’s unobserved component). Asinstrumental variables
| use the average price of the brand in other cities in the same region, as well as city level cost
proxies. These instrumental variables are justified and examined carefully in Nevo (2001). The
market share function is computed by assuming an i.i.d. extreme value distributipn for , a normal
distribution with a diagonal variance matrix for , and the empirical distribution of demogrBphics

as approximated by draws from the March CPS for each year. The extreme value distribution was
integrated analytically, while the normal and empirical distribution were approximated by 40
individuals per market. For more details on thenestion, including computer code, see Nevo
(2000).
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TABLE1
PRICE INDEXES (88Q1=100)

Y ear CPI Food 24 K K GM Post N
and & Cereal Corn Frosted Cheerios Raisin  Shredded
Quarter Beverage Brands Flakes Flakes Bran Wheat

88Q2 101.3 101.1 101.3  102.8 101.5 101.3 100.6 101.5
88Q4 103.7 103.8 1075 109.5 107.2 109.6 107.2 107.8
89Q2 106.7 107.7 1123 1151 113.2 112.0 107.2 113.9
89Q4 108.5 109.4 1175 1147 118.3 119.7 116.4 113.3
90Q2 1114 113.2 1205 1199 119.7 125.5 119.6 118.1
90Q4 1153 115.5 1251 1184 122.5 130.3 116.2 124.3
91Q2 116.9 118.6 1276 1195 123.8 130.1 121.1 132.0
91Q4 118.8 118.2 129.2 1180 119.0 133.3 121.3 1471
92Q2 120.4 1194 1288 1105 117.4 138.3 1233 154.1
9204 122.4 120.1 1324 1215 122.9 137.9 124.8 160.3

Source: IRI Infoscan Data Base, University of Connecticut, Food Marketing Center, and BLS series.

TABLE2
QUANTITY INDEXES (88Q1=100)

Yearand 24Cereal K Corn K Frosted GM Post Raisin N Shredded

Quarter Brands Flakes Flakes Cheerios Bran Wheat
88Q2 99.9 98.8 95.3 92.8 99.7 106.3
88Q4 88.4 84.1 81.9 90.9 71.2 92.5
89Q2 95.8 96.2 97.7 108.0 78.4 85.5
8904 88.5 94.1 83.2 98.5 57.7 73.7
90Q2 99.7 97.4 94.0 106.5 59.7 78.2
90Q4 95.9 106.3 101.0 95.8 70.1 73.0
91Q2 103.0 111.2 93.2 116.0 74.5 72.9
9104 98.9 110.3 100.3 103.1 73.9 61.4
92Q2 106.0 120.9 106.2 120.1 77.8 68.1
9204 97.1 83.0 89.2 121.8 83.2 71.1

Source: IRI Infoscan Data Base, University of Connecticut, Food Marketing Center.
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TABLE 3
ESTIMATED DEMAND PARAMETERS

Variable Means Standard Interactions with Demographic Variables:
(B’'s) Deviation
s (0's) Income Income Sq Age Child
Price -27.198 2.453 315.894 -18.200 - 7.634
(5.248) (2.978)  (110.385) (5.914) (2.238)
Advertising 0.020 - - - - -
(0.005)
Constant -3.592 0.330 5.482 - 0.204 -
(0.138) (0.609) (1.504) (0.341)
Cal from Fat 1.146 1.624 - - - -
(0.128) (2.809)
Sugar 5.742 1.661 -24.931 - 5.105 -
(0.581) (5.866) (9.167) (3.418)
Mushy -0.565 0.244 1.265 - 0.809 -
(0.052) (0.623) (0.737) (0.385)
Fiber 1.627 0.195 - - - -0.110
(0.263) (3.541) (0.0513)
All-family 0.781 0.1330 - - -
(0.075) (1.365)
Kids 1.021 2.031 - - -
(0.168) (0.448)
Adults 1.972 0.247 - - -

(0.186)  (1.636)

GMM Objective (degrees of freedom) 5.05 (8)

Based on 27,862 observations. Except where noted, parametersare GMM estimates. All regressionsinclude brand and
time dummy variables. Asymptotic robust standard errors are given in parenthesis.
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TABLE 4

EQUIVALENT VARIATION
(millions of 1988 1% quarter dollars per year)

Y ear Utility from Outside Good Changes Utility from Outside Good Fixed
ngger £, Change £, Fixed £, Change £, Fixed
Full BLS Full BLS Full BLS Full BLS

88Q2 32 -97 -22 -29 88 -45 26 21
88Q4 -342 -454 -370 -383 -52 -142 -47 -58
89Q2 -884  -1258 -1004 -1408 242 -66 120 -81
8904 -862  -1240 -890 -1233 -1 -353 -79 -307
90Q2 -1835  -2121 -1580 -2110 135 -74 320 13
90Q4 -1469  -1741 -1359 -1789 72 -209 110 -123
91Q2 -2234  -2612 -2013 -2508 230 -57 407 64
91Q4 -1785  -2059 -1546 -2056 60 -180 256 -78
92Q2 -1669  -2112 -1319 -1938 97 -143 430 4
9204 -1852  -2270 -1518 -2104 112 -160 406 36

All measures are based on the results of Table 3. The columns labeled Full present results from the model, while the
column labeled BLS present aBL S-like measure. Different columns make different assumptions on the interpretation
of the regression results (see text for details).

TABLES
PRICE INDEXES COMPUTED FROM THE MODEL (88Q1=100)

Y ear Utility from Outside Good ~ Utility from Outside Good  Utility from Outside Good
and Changes Changes with the CPI Fixed
Quarter ¢ Change &, Fixed &, Change &, Fixed &, Change & Fixed
Ful BLS Full BLS Ful BLS Full BLS Ful BLS Ful BLS

88Q2 1011 1019 1014 1015 1008 101.6 1011 1012 995 1003 998 999
88Q4 105.8 106.4 1059 106.0 1040 104.6 1040 1041 1003 100.8 100.3 100.3
89Q2 1122 1145 1129 1155 1052 1071 1060 107.2 986 1004 993 1005
89Q4 1140 1164 1141 1163 1085 1108 1090 1105 1000 1021 1005 1018
90Q2 1233 1251 1216 1250 1105 1119 1093 111.3 992 1004 981 999
90Q4 1252 1270 1245 1273 1149 116.7 1146 1162 996 1012 994 100.7
91Q2 1321 1346 1306 1339 1153 1173 1141 1165 987 1003 976 996
91Q4 1311 1330 1295 1330 1184 1200 1170 1193 99.7 101.0 985 1005
92Q2 1321 1352 1297 1340 1198 1214 1174 1204 994 1008 975 100.0

9204 135.6 1386 1332 1374 1216 1236 1195 1222 994 1009 976 99.8
All measures are based on the results of Table 3. The columnslabeled Full present results from the model, while the column
labeled BLS present a BLS-like measure. Different columns make different assumptions on the interpretation of the
regression results (see text for details).
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TABLEA1
BRANDS USED FOR ESTIMATING DEMAND

All Family/ Taste Enhanced Wholesome Simple Health Kids Segment
Basic Segment Segment Nutrition Segment
K Corn Flakes K Raisin Bran K Specia K K Frosted Flakes
K RiceKrispies K Frosted Mini Whesats GM Total K Froot Loops
K Crispix P Raisin Bran P Grape Nuts K Corn Pops
GM Cheerios P Honey Bunches of Oats N Shredded Wheat GM H-N Cheerios
GM Wheaties GM Raisin Nut GM KIX
Q 100% Natural GM Lucky Charms

GM Trix
GM Cinn Toast Crunch
Q CapN Crunch

K =Kellogg, GM = General Mills, P = Post, Q = Quaker Oats, N = Nabisco. =
TABLEAZ2
SAMPLE STATISTICS
Description Mean Median Std Min Max

Prices (¢ per serving) 19.4 18.9 4.8 7.6 40.9
Advertising (M$ per quarter) 3.56 3.04 2.03 0 9.95
Share within Cereal Market (%) 2.2 1.6 1.6 0.1 11.6
Calories 137.6 120 36.32 110 220
Fat Calories (/100) 0.124 0.100 0.139 0 0.60
Sodium (% RDA/100) 0.087 0.090 0.042 0 0.150
Fiber (% RDA/100) 0.095 0.050 0.094 0 0.310
Sugar (g/100) 0.084 0.070 0.060 0 0.200
Mushy (=1 if cereal gets soggy in milk) 0.35 -- -- 0 1
Serving weight () 35.1 30 9.81 25 58
Income ($) 13,083 10,475 11,182 14 275,372
Age (years) 29.99 28 23.14 1 90
Child (=1 if age<16) 0.23 -- -- 0 1

Source: IRI Infoscan Data Base, University of Connecticut, Food Marketing Center, Cereal boxes and samples from

the CPS.
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