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I. Intreductton

An enormous amount of analytical literature has recently appeared on
the toplc of "unit roots" in macroeconomic tlme serles. Indeed, tests for
the presence of unit roots and techniques for dealing with them have together
comprised one of the most active areas, over the past decade, in the entlre
fleld of macroeconomles. The 1ssues at hand have 1nvolved substantive
questlions about the nature of macroeconomic growth and fluctuations 1n
developed economles and technical questlons about model formulation and
estimatlon in systems that Iinclude unit-root varlables. The present paper
attempts to describe several of the maln issues and to evaluate alternative
posltlons. It does not pretend to be a comprehensive survey of the
literature or to provide an "even-handed" treatment of Issues, houever.1
Instead, it attempts to develop a convincing perspective on the topic, one
that 1s consistent with the views of many actlve researchers in the area but
that may nevertheless be somewhat ldlosyncratlc.

The expositlon that ls presented below is designed to be predominantly
non—technicalrin nature. Indeed, it takes a rather old-fashloned approach to
econometric Iissues and uses recently developed concepts only sparingly. It
does, however, rely extensively on notatlonal conventlions involving the time
serles "lag operator,” L. Under these conventlons the symbel L may be
manipulated as If it were an algebraic symbol while its effect, when applied
to a time-serles varlable, 15 to shift the varlable’'s date back in time by
one perlod. Thus Lx, = x¢.; while bllxy; = bszt = bx._5, etc. In addltion,
the notatlion «(L) wlll denote a polynomial expression ln the lag operator as
follows: L} = a5 + aL + u;Lz + a3L3 + ... Therefore, oa(L}x, = apXe +
Ay Xey *+ Xz * ... Using this notation, then, a distrlbuted-lag

regression relation of y: on current and lagged values of x. could be written

as y¢ = al{lL)x, + £, wlth £, a stochastlc disturbance term. Furthermore,




pelynomials in L, whlich are often restricted to have only a finite number of
terms, may be “multiplled” as in the following example:2 if afl) = ay + L +
eoL® and B(L) = By + BiL, then a(L)B(L) = Bowo + BomiL + Bowol® + aoBiL +
a,B,La + azﬁ,La. Finally, "divislon™” by a lag polynomial means that the
implied \lnverse, « (L), is a polynomial such that « (L) all) = 1. Thus
«(L)g” () ylelds a polynomial (L) such that B{L)y(L) = a(L). It should be
mentioned that the flrst coefficlent of a lag polynomial, such as a5, s
often normalized so as to equal 1.0.

A brief outline of our discussion is as follows. In Sectlon II, the
distinction between trend-statlionarity and difference-statlionarity of time
serles is intreduced. That distinction is then related to the “unlt root”
concept 1n Section III, which ls primarily devoted to a description of
attempts by researchers to determine whether the time serles of real GNP
values for the Unlted States is difference or trend-statlonary (i.e., does or
does not have an autoregressive unit root]. Two approaches, involving
different strategies for the specification of maintained and tested
hypotheses, are discussed. Then in Section IV a third approach, which
presumes that the real GNP serles 1s a sum of trend-stationary and
difference-stationary components, is considered. From the discussion 1n
Sections III and IV together, it is concluded that the relevant question ls
not whether the GNP series 1s difference-statlonary, but what is the relative
contribution of the two components. It ls also concluded that an accurate
answer is not obtalnable with the amount of data avalilable.

In Section V the toplc changes to the question of how to process
trending data before conducting regression studies relating two or more
varlables. The answer that 1Is developed is that the cholce between
differencing and deterministic trend removal s normally of secondary

lmportance, the princlipal relevant consideratlon being the serlal correlatlon




properties of the regression residuals. This regression context is continued
in Sectlon VI, which concerns the topic of colntegration. It 1s argued that
strict colntegration is probably rather rare, since relatlonship disturbances
will usually be-—like shocks to unlvariate series--a sum of statlonary and
difference-staticnary processes. Examples relating to money demand and
purchasing-power-parity studies are provided. In Section VII, finally, some

conclusions are tentatively put forth.




I1. Stochastlc vs. Deterministic Trends

As most readers are well aware, many macroeconomlc data series display
upward tendencies or “trends" when observations are plotted agalnst time.
For many purposes it ls useful and/or conventiocnal to work with detrended
values of these varlables--1.e., versions from whilch trend components have
been removed. Tradltlonally, most researchers would effect this detrending
step by subtracting from the raw numbers (or thelr logs) a determlnlstic3
trend expression such as oy + a.t, where t Is a time index. For varlous
reasons 1t 1s often useful to express the basic serles In terms of logarithms
of the raw data, In which case ay becomes a measure of the per—-pericd growth
rate of the varliable in questlon. Thus 1f y, is the basic varlable, the
traditional detrending procedure 1lmpliclitly splits y, Intc two components,
one representing the trend and the other a cyclical or non-trend component.4

With y: the basic variable and €, a thte-nclse5 disturbance, we have

(1) Yr = g + oyt + (L) £y

where oy + a4t is the trend component and y(L)e. s the non-trend component
(or the detrended serles). In this tradltlonal decomposition, it 1s assumed
that the detrended serles y(L)e, 1s a statlonary stochastlc process, which
requires (among other things) that the population means E[y(L)e.], variances
Ef7(L)e.]%, and autocovariances Elr(L)eyy(L)e,-y] are the same for all t.
(Here the wvarlance and covarlance expressions are written under the
presumption that the means equal =zero.) Accordingly, y. 1s sald to be a
trend-stationary variable; 1t may have a trend component but its devlations
from a deterministic trend are stationary. A variable’'s status with regard

to stationarity is of lmportance in 1ts own right, as we shall see 1n a

moment, and also because there Is a large body of statlstical techniques




whose valldlty depends upon statlonarlty of the varlables being analyzed.
At least since 1982..6 however, many researchers have preferred an
alternative model of the trend vs. non~trend decomposition. Instead of (1),

they use a formulation such as (2],
(2) dy, = 8 + A{L)e,.

where A(L)e, 1s stationary and B represents the average per-perlod change (or
growth rate) of the variable y. (or the variable whose log ls ¥e). In this
formulatlon y, !s sald to be a difference-stationary varlable, l.e., one that
1s generated by a difference-stationary time series. Such a varlable cannot
in general be made stationary by the removal of a deterministlc trend;
instead, the serles needs to be first-differenced prior to processing.

The basic distinctlion between trend-statlonary (TS) and
difference-stationary (DS) variables is that the former do, and the latter do
not, tend to return to a fixed deterministic trend functlon. Since the
non-trend component 7(L)cy in (1) 1s stationary with mean zero, the process
is such that y. tends to fluctuate about the fixed trend function o« + agt.
In formulation (2), by contrast, the tendency is for y. to grow at the rate g
from its current position, whatever that might be. There is, except In a
special limitlng case; no tendency for ¥y, to return to any fixed trend
path.

The distinction between TS and US series was emphasized In a highly
fnfluential paper by Nelson and Plosser (1982). In this paper, the authors
clearly described the TS vs. DS distinction and also discussed the
undesirable statlstical consequences of detrending by the traditional
technique of removing a deterministic time functlon when 1n fact the serles

1s generated by a D5 process. In addition, Nelson and Plosser (1982)




presented evidence suggesting that many important U.S. time series\are of the
DS class and went on to argue that evlidence Indicates that U.S. business
cycles are largely real as cpposed to monetary In nature, l.e., that real
shocks have been the princlpal sources of cyclical varlabillty with the
contributlon of monetary shocks being entirely of secondary importance. The
last of these arguments was not found convincing by the macreoeconomics
profession--see, e.g,. McCallum (1986} and West (1989)—-but the hypothesis
that many important sertes (including real GNP) reflect DS processes became
qulte wldely accepted. More recently, opinion has partlally reversed
itself--as we shall see below--but for the past 8 to 10 years the ldea that
real GNP is not trend stationary has been viewed by a large number of
researchers as true (and important). It will be useful, consequently, to
devote some attentlon to the logic of the statistical tests that led
researchers to that position. In the process of presenting thls logic,
several relevant points of importance will be brought out--including the

meaning of the term “unit root,”




ITI. A Unit Root in U.S. GNP?

Conslder now the TS representation (1) with the lag polynomial (L)
written as the ratlo of twe other polynomials @(L) and ¢(L), both assumed
with little loss of generality to be flnite7 of order q and p, respectively.

Thus we have
(3) ye = a + oyt + 8(L)¢ " (L)e,.

Now suppose that 1/p 1s the smallest root of the polynomial ¢(L), f.e., 1is

the smallest number8 that satisfles the equation 1 + ¢,z + ... + ¢,zp = 0.9
Then ¢(L} could be written as (1-pL)$(L) and multiplication of (3) by (1-pL)

would glvelo

(4} (1-pL)y: = ao(1-p) + pay + a;{1-p)t + 8(L)F *(L)e..
And in the speclal case In which p = 1, the latter collapses to
(5]  (1-L)y, = «; + 0(L)$ ML)y,

Since (1-L)y. equals Ay,, then, the latter is of the same form as (2).
Consequently, when there 1s a unit root to ¢(L) ~- when i/p = 1.0 --
representation (1) yields, as ; special case, the DS formulation (?.).11

In 1light of the foregolng result, a hnatural test procedure 1is
suggested for determining whether "y, has a unit root“--!.e., whether the AR
polynomial ¢(L) has a unit root so that y, is DS. What is requlred is that
the researcher maintalns the hypothesis that (1) is true, represents it as in
equation (4), and then tests the ("null™)} hypothesis that p in (4) is equal

to 1.0. If the latter hypothesis is rej)ected, then one concludes that y. 1s




not a DS serles. But {f the hypothesis p = 1.0 is not rejected, then one can
In a sense conclude that y, is a DS varlable--or that the behavior of y, ls
not significantly different from that of a DS varlable. Because ordinary
asymptotic distribution theory breaks down 1in the case 1in which p is
preclsely equal to 1.0, a consistent test requlres that the relevant
“t-statistic" on the coefficlent of y.., be compared with a c¢ritical value
taken from a non-standard distributlon. But thls can readily be done, since
Dickey and Fuller (1976) have provided the profession with the pertinent
tables.

The foregolng procedure was In fact employed by Nelson and Plosser
(1982) to test for unlt roots In over a dezen important U.S. time series. In
only one of these could the tested hypothesis that p = 1.0 be rejected at a
conventicnal significance level (i.e., 0.01 or 0.05), so the authors’
tentatlve concluslon was that most U.S. macroeconomic data serles are of the
DS class, 1.e., are unit-root varlables.

There was, however, one rather obvlious dilfficulty with this tentative
concluslon.12 as follows: while it was not possible to reject the hypothesls
that the series’ roots like p were equal to 1.0, 1t would also have been
Impossible to reject hypotheses asserting that these roots equaled 0.99, for
example, or even 0.95. But with p equal to 0.99 or 0.95, the model would be
one of the TS class. Continuing with this perspective, 1t might be argued
that it 1s highly implausible that the tested hypothesis of p equal to unlty
would hold preclisely, as opposed to approximately. The data, that 1s, could
do no more than show that the value of p 1s cglose to 1.0 Consequently, thls
entire testing approach, which begins with a TS representation and posits the
DS model as a speclal case, seemed highly unconvincing to a number of

13

analysts.

An alternative approach would be to begin with a malntalned hypothesis




Implying difference stationarity and then express trend statlonarity-—the
absence of an AR unit root--as a special case. Thus the time series process

for y. could be written as in (2) but with A(L) = a(L)¢ *(L):

(6} &y, = 8 + a(L)¢ '(L)e,.

Then if the moving-average lag polynomial 6(L) were to have a unit root SO
that 6(L) = (1-L)8(L), expression (6) could be operated on by (1-L)' te

yield

(7)) ye = Bo + Bt + 8(L)¢ ' (L)e,.

[That (l—L)-IB equals By + Bt can be justified by multiplying each by (1-L}.]

Consequently, it would be possible to express (6) as

(8) #(L)ay, = Ba(L) + (1-yL) 8(L)e,,

estimate the latter, and test the hypothesis that ¥ =1. If it were possible
to relect the latter, then the outcome might be viewed as providing more
convincing evidence in favor of the DS vlew.14

In fact, the influential paper by Campbell and Mankiw (1987) proceeded
in precisely this fashion, uslng quarterly postwar data for the United
States, 1947-1985. So what did these authors find? As 1t happens, the
answer ls not stralghtforward because it is unclear how many terms should be
included in estimation of the ¢(L) and 6(L)} polynomials in (B). In thelr
paper, Campbell and Mankiw repotted results for 16 different cases

representing all possible combinations of zero to three AR parameters and

zerc to three MA parameters. Of these, it is arguable that only those with




Table 1

Test Statistlcs from Campbell and Manklw (1987, Table I)

Number of AR Number of MA Parameters
Parameters 1 2 3
] L ]
1 22.96 11.73 0.00
2 2.06 s.02° 0. 00
3 0.95 1.31 0.00

Notes: Tabulated entries are values of 2 log (SSE°/SSE)}, where SSE denotes
the sum of squared residuals and SSE® indicates lmposition of the constraint
that makes A(1) = 0. The ARMA models are estimated for Ay, where y, 1s the
log of U.S., real GNP, seasonally adjusted, quarterly for 1947.1 - 1985.4.
Asterisks indicate values that are significantly different from zerc (0.05
significance level) under the usual test, but this test is inappropriate (as

discussed in the text).
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at least one AR and one MA term should be serlously entertalned. - The usual
test statistlcs for those 9 cases are given In Table 1. For each case, the
reported number 1s the likellhood ratlo statlstic for a test of the
hypothesis that &(L) has a unit root--i.e., that the TS hypothesis is true.
In most cases thils statlstic has asymptotlcally.15 under the null hypothesis,
a chi~square distributlon with one degree of freedom, so that the critlcal
value is 3.84 for a test with slignificance level 0.05 (or 6.63 for a 0.01
level). Based on these values, the table indicates that in three of the nlne
cases—-l.e,, for 3 of the 9 speclficatlons--the null TS hypothesis can be
rejected at the 0.05 level. Described in this fashion, then, the Campbell
and Mankiw (1987) results did not provide strong evidence agalnst the TS
hypothesis (or, In favor of the unit root hypothesis). But under the
particular hypothesis of concern In this case, that 6(L) has a unit root, the
usual asymptotic dlstribution theory breaks down--as it does when testing for
a unit root in the AR polynominal ¢(L). Thls breakdown tends to reduce the
critical level for the 1likelihood ratlie statlistics and to produce an
excesslve number of extreme values such as those in the final column of Table
1. Thus the figures in that table are actually more unfavorable for the TS
hypothesls than they appear to be at first glance.

Furthermore, Campbell and Mankiw dld not describe the results as in
the previous paragraph. Instead, they suggested that the ARMA (2,2)
modellﬁ--the case with two autoregressive and two moving average
parameters--commands speclal attention because 1t ls not significantly worse
than the (2,3) or (3,2) models and s significantly better than the (2,1)
model (and somewhat better than the (1,2) speciﬁcation).l7 But In thls case,
the results (see Table 1) call for rejection of the TS null hypothesls, even
given the test's blas toward acceptance. The suggestion of Campbell and

Mankiw, consequently, was that postwar quarterly evidence supports the

11




notion that real GNP for the U.S. is not trend statlonary, but instead g
generated by a DS {or unit root] process. We shall return to the
pPersuasiveness of thils suggestlon below. But first it will be useful to
discuss a different aspect of the Campbell and Mankiw analysis, whilch thelr
dlscussion emphaslzed.

In particular, a notable feature of the Campbell~Mankiw (1987) paper
ls its presentatlon of an attractlve measure of the ultimate or "long run”
response of y; to a unlt shock, i.e., a 1.0 realization of the disturbance
€r. To define thls measure, consider again the DS formulation (2), Ay, = B +

A(L}e,, and write It out as
(9) Yo = Yoo + B ¥ €0 + ADyoy ¢ Agbyp + ...

From the latter expression, It can be seen that the per unit effect of e, on
Ye 15 1.0 (in the sense that if £y were to equal some positive value instead
of 1ts mean zero. then Ye would be higher by the same amount.)} But then the
per unit effect of e, on y., would be 1 + Ay, wlth the part A, occurring
"directly” and the remainder through its effect on y,. Continulng with this
line of reasoning, it is found that the (per unit)18 effect on y¢. would be
1+ Ay + A+ ...+ Ac. In the limit as k - o, then, we would have 1 + A, +
Az + ..., which may be denoted All). (That expression arises from writing
ALY =1 + AL + AL% + ... and Inserting 1 wherever L appears.) Thus the
measure A(1) reflects the ultimate or long-run effect of £, on y, when the
process generating y, is of form (2).

An important property of the measure A(1) is that lts value 1s zero
for any TS process. To see that, write A(L) = a(L) ¢-I(L) and recall that
for a TS variable the MA polynomial can be written as (L) = (1-L)8(L). Thus
we have

(10)  A(L) = (1-L)8(L)¢" (L) = (1-L) a(L) = a(L) - La(L)

12




where a(lL) = §(L)¢_1(L). But then we obtaln

(11}  A(1) = a(1) - La{1} = a(1) - a(1) =0

since La(l) = L(1+a, + az + ...) =1 + a, + az + .... Thus if @(L) can be
written as (1-L)8(L), as it can when the process at hand is TS, It !s true
that A(1) = 0.

What about the values of A(1) implied by varlous DS processes? For
each of these A(1} will be non-zero, but will take on various values
depending on the response pattern. In particular, A{1) will exceed 1.0 if
the ultimate impact on y. of a shock is greater than the first-perlod impact.
An lmportant speclal case 1s provided by the random walk process 1n which Ay,
=8 + c.. In this case A(L) =1 + OL + OL® + ... =1 so A{1) = 1. Next,
the first-order MA case has Ay, = B + £, + 8g,_, 50 A(L) = 1 + 6L and A{1) =
1 + 8. Then A(1) is greater than or smaller than 1.0 depending on whether 6
is positive or negative.

A somewhat more general process is the ARMA (1,1) model for Ay,,

namely,

(12) (l-ﬁL)A}’t = (1+6L)CL

In this case A(L) = (1 + 8L){1 - ¢L)™" so A(1) = (1 + 8)/(1 - ¢). An example
application 1s provided by the Campbell-Mankiw (1987) estimates with the U.S.
GNP serles. Thelr polint estlmates of ¢ and 8 are 0.522 and -0.179,
respectively, so that A(1) = (1 -~ .179)/(1 - .S522) = 0.821,/0.478 = 1.717.
Thus the ARMA (i,1) model for Ay, suggests that the long-run response of y.

{log of GNP) to a shock will be about 1.7 times as large as the lmmedlate

13




(within one quarter) response.

In sum we see that the measure A(1) provides an attractlve way of
expressing the magnitude of the "long run response* of a varlable (ve) to a
unit shock (Et).lg And in thelr study of postwar U.S. GNP, Campbell and
Manklw (1987) find that for all but three of thelr nine casesZl All) is
substantlially larger than 1.0 Implying that the 1impact of shocks is to
cumulate, rather than dissipate, as time passes. Their values are repoerted
in Table 2, where it may be notéd that for the ARMA (2,1), (3,1) and (3,2)
cases (marked with asterisks), the point estimates of A{1) are large even
though the A(L) polynomlals are not significantly different from ones with
A(l) = 0 according to the usual test (compare Table 1). Consequently,
although they are guarded !n their statements, Campbell and Mankiw seem to
conclude that there are grounds for belng reasonably confident that the long
run response of a unlt shock to U.S. GNP is substantlially greater than 1.0.
In this sense, shocks to GNP have no trend-reversion tendency at all.21

This conclusion has not, however, held up to subsequent critlicism.
One major reason for skepticlsm was provided In a study by Christiano and
Eichenbaum (1989). Basically, thelr study emphasized that the different ARMA
specificatlions considered by Campbell and Mankiw glve rise to quilte different
values of A(l)--as Is evident in Table 2--and that there 1s very little
reason to conclude that any one of them 1s approprlate--or even that one of
those with A(1)>1 s, The Christiano-Eichenbaum argument 1s that relevant
inferences are senslitive to the cholce of ARMA specificatlon employed, even
within the set of those that provide approximately equally good fits to the
data.

One of the experiments conducted by Christlano and Elchenbaum will

l1liustrate thelr results. In this experiment they conducted simulations with

a model with parameters matchlng those estimated by Campbell and Mankiw in
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Table 2

Estimates of A{1) from Campbell and Mankiw (1987, Table IV)

Number of AR Number of MA Parameters
Parameters 1 2 3
1 1.72 1.73 0.03
2 1.77" 1,52 0.00
3 1.36" 1.60" 0.00

Notes: See Table 1

15




the ARMA (3,3) case. In other words, they pretended that this case--which
implies A(1) = 0--is true, and then considered what would happen if 1t were
studled under the assumptlon that the ARMA (2,2) specification were correct.
For each simulation they would generate 150 “data® points using the (3,3)
parameters, then estimate a (2,2) model and test the hypothesis that A(l) =
0. They conducted 2000 such slmulations and found that the hypothesls A(1) =
0, which was true in the process studled, was nevertheless rejected in 74
percent of the s].mulat.lons.22 Simllarly, in 2000 more simulations, based on
the ARMA (1,3) parameter estimates from Campbell and Mankiw, it was found
that the true hypothesis A{l1} = 0 was rejected in 38 percent of the
simulatlons.

The conclusion reached by Christiano and Eichenbaum was as follows:
on the basls of 150 observations, about the number of quarterly postwar data
perlods, 1t s not possible to make accurate inferences about the long-run
response measure A(1). Equlvalently, it 1s not possible to determine with
high reliabllity whether the stochastlc process generating real GNP
cbservatlons 1s of the TS or DS class.

In the last couple of years, since the publication of the
Christlano-Eichenbaum study, numerous additional papers on the toplc have
appeared. Slims (1988) has suggested that Bayeslan technliques of statistical
inference are more approprlate than classical in this partlcular context and
DeJong and Whiteman (1989) (1991) have presented Baysian results that provide
support for the view that the U.S. GNP process s actually of the TS class.
That conclusion has been strongly challenged by Phillips (1991), in a paper
that provlided the basis for a symposium occupylng an entlre lssue of the
Journal of Applied Econometrlcs. The symposium includes rejolnders by Sims
and DeJong-Whiteman; it would be difflcult to ldentify any clear outcome.

Others, Including Stock (1991), Sowell (1992) and Rudebusch (1992), have

16




reached the Christiano-Elchenbaum (1991) concluslon—-{.e., th;xt it is not
possible with exlsting data to settle the l!ssue--by alternative means. To
the present writer, this last conclusion seems generally approprlate, but
there is another way of approachling the issue that is conceptually rather

simple and perhaps illuminatling.
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Iv. The Unobserved Components Approach

In the previous section two approaches were mentlioned, based on
equations (3) and (6). In the first of these, the maintalned hypothesis is
trend statlionarity with difference statlonarlty viewed as a zero—measure23
speclal case, whereas In (6) the DS hypothesls is maintained and TS 1is
treated as the (zero-measure) speclal case. Let us now consider an
alternative approach that proceeds within a framework 1n whlch both TS and DS
components are presumed to play a role, the implied statlstical problem being
to determine how much welght to give to each. Aspects of thls “unobserved
components® approach have been developed by Harvey (1985), Watson (1986),
Clark {1987), and Cochrane {1988).

The analysls presented by Clark (1987) provides a useful introduction
and perspective. It begins by writing the observable variable under study,

¥v, as the sum of a DS “trend” term 2z, and a statlconary "cycle* term x.:

(13) Yo = Zy + Xy

Although a more general specificatlon would be possible, Clark assumes that
the cyclical component 1s a pure AR process so that @(L)xy = v,, with v,
white nolise. Indeed, in his empirical implementation with U.S. GNP data
Clark makes ¢(L) a second order polynomial, so that x, !5 an ARMA (2,0). The

trend component 1s assumed to obey

(14) Zy T Zey +d + W

where w; 1s white nolse, independent of v,. Actually Clark takes the drift

term d to be itself a random walk: dy = dy-y + u, with u, white. But

empirically he finds the varlabliity of u, to be very small, so we shall for
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simplicity view d, as a constant, as in (14). The model at hand for y; is

therefore

(15} yo = (1-¢:L - ¢2L%) vy + (1-L) L(dewy)

Let us consider, then, how (15) fits the U.S. quarterly postwar GNP data.

As a prellminary, it will be instructive to consider a comparison that

begins by expressing (15) as
(16) (1 = ¢,L - ¢:L7%) By, = (1-L) vy + (1-¢\L-9oL?) (dow, ).

Here the right-hand slde is the sum of two independent MA processes, with the
higher order one being an ARMA (0,2). Using Granger's Lemma.z4 then, we can

write (16) as
(17) (1 - L - ¢:L%) By, = & + (1 + 6L + 8,L%) ¢

where €. 1s an Impiled, constructed white-noise disturbance and where & =
d(1 - ¢; - ¢2). But the representation in {17) has 6 parameters (¢;, ¢z, 8y,
62, ci. and 3) whereas the basic model (1S) has only five (¢., ¢2. 63. ci
and d). So the particular components model at hand, which sums an AR (2)
component and a random walk component, can be viewed as a constrained verslon
of an ARMA (2,2) model for Ay,.

It Is of course true that the unconstralned model (17) must fit the
data at least slightly better than the constrained version (i15). But Clark's

estimates, reported in Table 3, indlcate that In the case at hand there ls

almost no difference, l.e., almost no deterioration in fit, from imposing the
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Table 3

Estimates of ARMA (2,2) Models from Clark (1987)

Parameters
and Statlstics Constrained Unconstralned
1 1.548 0.658
é2 -0. 601 -0.420
8, -1.214 -0.335
8; 0.248 0.529
SE 0.0103 0.0103
Q(10) 7.9 4.B
A1) 0.64 1.57

Notes: ARMA models estimated for Ay, (See Table 1) for 1948.1 - 1985.4.
Q(10) denotes the Box-Pierce Q statistic for 10 autocorrelatlons of the
residuals; under the null hypothesis of whlte nolse it has asymptotlcally a

chl-square distribution with 10 degrees of freedom.
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constraint. In partlcular, the estimated residual varliance for (15) {s
essentially the same as with (17) and the Box-Pierce Q(10) statlistlc is not
much worse. So the constralned version--the components model (15)--could as
well be the preferred choice.25 But although the constrained and
unconstrained ARMA models fit the data about the same, they yleld very
different A(1) measures. Whereas the unconstralned verslon gives R(I) =
1.57, virtually the same as estimated by Campbell and Mankiw, for the
(unconstralned) components model the estimate is 0.64.

In two dlagrams, Clark (1987) presented evidence apparently suggesting
that for U.S. quarterly GNP the unobserved components model may provide a
better estimate than the unconstrained ARMA of the long-run response
statistic A(1). The first of these, presented here as Figure 1, plots the
impllied autocorrelations at varlous lags for the two models (plus one more,
an ARMA (0,2)) and for the Ay, sample. There 1t will be seen that the
unconstrained ARMA {denoted ARIMA 212) matches the sample somewhat better at
short lags (e.g., 1-5 quarters) but that the components model provides a
better match at lags of 5-20 quarters. More striking are the related results
shown Iin Fligure 2, which plots the variance ratios V,./Vy,, where V¥, =
(1/k)Var(y. = yi-«x), for lag lengths k up to 60 qua.rters.ze In this case, the
apparent superlority of the components model's match to the sample data 1is
considerable. But, as Campbell and Mankiw (1987b) point out, sample values
of V. provide blased estimates of thelr population counterparts.
Accordlngly, Campbell and Mankiw suggest that the sample wvalues should be
multiplied by T/(T-k), where T is the sample size. Here T = 148, so the
ad Justed sample values of ¥V, are as Indicated by the small circles in Figure
2. Clearly, thls blas ad]Justment worsens substantially the match between
sample and components-model values of V,. The same polint applles, but with

less force, to Figure 1.
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Figure 1
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More generally, the unobserved components approach to modeling the
trend vs. cycllical decompositlion seems conceptually attractive, in part
because 1t does not treat either TS or DS processes as (zero-measure) special
cases. The lmplied questlon is not whether one of these two possibllities
can be rejected, but instead is “how important quantitatively is the z, as
opposed to the x. component?" That question cannot be ansvered in precisely
the stated form, since the varlance of the DS component z, depends on the
herizon conslidered and goes to infinity in the limit. But one type of answer
is provided by the A(l) measure itself and another by a comparison of the
variances of vy and w,, i.e., the shocks to x; and z,. In the case at hand,
Clark’'s estimates are ;, = 0,0072 and ;. = 0.0066.

An cbjection to the components approach as implemented by Clark (1987)
and Watson (1986) was expressed by Campbell and Mankiw (1987b, p. 115). This
objection is that with the DS component z; modeled as a random walk, the
estimated value of A(1) must lle between O and 1; thus values greater than
1.0 are ruled out a priorl. But while this important objection is applicable
to the Clark and Watson studies, it 1s not applicable to the approach in
general, for the latter can accommodate other DS processes for z,. Instead
of a random walk, for example, the z, process could be specified as a
first-order MA: Azy = d + Wy + OwWiq. For the z. component alone, A(1)
would then equal 1 + 8 so values in excess of 1.0 wlll be obtalined if 6 > 0.
And If the variability of =z, ls large in relation to that for ¥, then the
A(1} value for y. could easlly exceed 1.0.27

Another objection is that it is unreasonable to assume that x, and z.
components are independent, as the approach presumes. There is undoubtedly
some merit to thls point, since technology shocks wlll presumably have both
cyclical and long-lasting effects. But the Campbell-Mankiw ARMA approach

amounts to use of a unobserved components model ln whlch the shocks (1llke v,
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and w, in (15)) are perfectly correlated,z8 which property seems even lessg

desirable.

Perhaps the most important objection to the uncbserved components
modellng of trend vs. cycle 1s that 1t 1is computationally much more difficult
than estimation of ARMA models, the necessary steps involving application of
Kalman filter technlques. For a discussion of such techniques, the reader is
referred to Harvey (1981).

On the basis of the foregolng discussion,. 1t would seem reasonable to
conclude that the postwar U.S. quarterly real GNP process ls most likely of
the DS class, since a sum of DS and TS components is itself a DS process.29
But it s far from clear that the long-run ilmpact of shocks exceeds that of
the random-walk case In which A(1) = 1.0. Instead, a measure such as 0.6,
which attributes a substantlal share of GNP variabllity te a stationary
component, Is Just- as plausible. What does seem clear s that it 1s not
possible, on the basls of currently avalilable data, to estimate A[1) with
much accuracg or reliability.

Conceptually, the basic components-approach 1dea, of viewing a time
serles as the sun of DS and TS processes, seems attractlve as a framework for
thinking about the propertles of univarlate time series. In many cases, both
coemponents would be presumed to be of non-negllgible 1mportance so many
serles will be of the DS class. That does not imply, however, that any
particular method can be relled upon for trend vs. cyclical decomposition of

time series data.
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V. Detrending Prior to Econometrlc Analysls

In this sectlon we switch our attentlon away from trend estimatlon,
conducted for the purpose of isolating trend and cyclical components of a
serles, and toward trend removal (or “detrending®”), conducted for the purpose
of obtalning series sultable for econometrlc analysis of relatlonships among
variables. In this context, then, the issue ls whether to process varlables
prior to (say)] regression analysls by removal of an estimated determinlistic
trendso or by differencing of the series. A major reason for detrending ls
that the standard formulae for standard errors, test statlstics, etc., are in
most cases based on asymptotlic distribution theory that assumes statleonarity
of the regressor variables.31 Bellef that some varlable 1s generated by a
process of the Ds.type——i.e.. cne Wwith a unit root--would then lead to the
presumption that data differenclng would be preferable for that variable
prior to its use In a regression study.

Other Influentlal arguments for differencing of data prlior to time
serles econometric analysis were put forth by Granger and Newbold (1974) and
Nelson and Kang (1984). In the earlier of these papers 1t was shown that a
regresﬁion relating y: to x, would spuriously tend to find a relatlonship
when In fact y¢ and x; are generated Independently but by random-walk
processes, The Nelson-Kang plece emphasized a tendency for trendless
random-walk varlables to be spurlously related to time trends 1ln estimated
regresslions.

As a result of these and other studles, conslderable support developed
during the mld-1980s for the poslition that differenclng should routinely be
carried out prior to regresslon analysis Involving time serles data.32 The
case for such a practice was succlnctly summarlzed by Plosser and Schwert
{1978, p. 653) as follows: “ignoring the effects of underdifferencing can be

a far more costly error than lgnoring the effects of overdifferencing." More
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recently, there has been slignificant counter-movement based on phenomena
related to the concept of "cointegration." A conslderation of that position
will be presented below, but 1t will be useful first to conslder the merits
of routine differencing, rather than detrending, of varlables with an
apparent trend component.

The issues at hand can be usefully introduced and 1llustrated in an
example simllar to that used by Plosser and Schwert (1978). Conslder a
linear regresslon relationship that is (by assumption) correctly specified in

first differences, viz.,
(18) Ay, = BAx, + €,

where g, 1s a white nolse disturbance with variance cf and where x, is
exogenous, generated by a process independent of the process generating e,.
Now, 1f Instead of (18) the investigator estimates by ordinary least squares
(OLS) the relationship between x. and y, in levels, he 1s 1n effect applying

OLS to
{19) Ye = & + BXy + N,

in which the disturbance term 7y - £y + €4y + ... Is serlally correlated and
nonstaticnary. In this underdifferenced case, as Plosser and Schuért point
out, the OLS estimator of B could be inconsistent, depending on the process
generating x.. In any event, whether or not the OLS estimator is consistent,
its sampling distributlon doces not have finite moments. Inferences based on
the usual OLS formulae are llkely, accordingly, be highly lnapproprlate,
Next, suppose that instead the investigator applies OLS to the second

differences of y, and x,, estimating
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(20)  A(ay.) = BA(Ax,) + be..

In this case wlith gverdifferencing the disturbance Aeg, is agaln serially
correlated but now its distribution 1s statlonary. The OLS estlmator of B8
wlll be unbiased and conslistent, but will be lneffliclent and its sampling
variance will (except in special cases) not be consistently estimated by the
usual formulae.

These foregoing consideratlons, dlscussed by Plosser and Schwert
(1978), are of some Interest but are actually relevant only under the
presumption that the Iinvestigator 1ls wrong about the appropriate degree of
differencing and makes use of OLS estimators even though the implied
disturbances are serlally correlated. Of considerably greater Interest, it
would seem, are the consequences of estimating B with underdifferenced or
overdlfferenced data when the investigator recognlzes the presence of serlal
correlatlon In the OLS reslduals and respends by utilizing an estlmator
deslgned te take account of autocorrelated disturbances in the appropriate
manner. In the overdifferenced case, for example, the true relation can be

written as

(21) ﬂ(ﬁyt} = ﬁﬁ(Axg) + £y + BEL

with 8 = -1.0. The interesting questlion, then, 1s whether the investigator
willl be led serliously astray 1f he regresses A(Ady,) on &(Ax.) using an
estimatlion procedure designed for cases in which the disturbance process ls a

first-order MA.

Now precisely this last question has been investlgated vla Monte Carlo

experimentatlon33 by Plosser and Schwert (1977). They find that even though
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the absolute value of © tends to be somewhat underestimated--with a sample
slze of T = 100 the mean across 1000 replicatlons of the estlmates of 6 is
about -0.94 -- the estimates of B are not appreclably blased and the
experimental sampling distributlon 1s not such as to lead frequently to
incorrect inference. Specifically, the frequency of rejlectlon of a true
hypothesls with a nominal signlficance level of 0.05 1s 0.063 in one
experiment and 0.081 in the other. Plosser and Schwert conclude,
approprlately, that "the cost associated with overdifferencing may not be
large when care 1s taken to analyze the propertles of regression
disturbances" (1978, p. 643).

The corresponding case of an Investigatlon with underdifferencing

arises 1f we write the true relation as

(22)  ye =« + Bxy + (1-pL) e,

with p = 1.0, and ask whether the lnvestigator will be led serlously astray
(regarding B) 1f he regresses y. on x. under the assumption that the
disturbance process is a first-order AR. With respect to this possibility,
Plosser and Schwert (1978, p. 643) recognize that "if the resultlng estimate
of p Is close to one, as it should be 1n this case, differenclng would be
indicated leading to the correct model...." They do not, however, consider
the effects en the estimation of B of concluding one's investigation with the
estimate provlded by the levels regression that takes account of AR
disturbances--which is the situatlon corresponding to the presumed behavior
of the investigator in the overdifferencing case. This asymmetry Iin
dlscusslion prevents them from giving a comparison of the relative costs of
underdifferencing vs. overdifferencing when the lnvestigator ls intelligently

taking account of the serlal correlatlon propertlies of the disturbances.
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Some Monte Carlo results relevant to thls type of procedure have,
however, been obtained by Harvey (1980) and Nelson and Kang (1984). The
latter of these papers 1s devoted primarily to emphasizing varlous ways In
which lnvestigators could be led to misleadlng results 1f they estimate
underdlfferenced relatlonships and do pot correct for serjally correlated
residuals, but it brlefly reports (on pp. 79-80) results of testing a true
hypothesis analogous to § = 0 in (22) with B and p estimated jointly. With T
= 100 and a slignificance level of 0.05, the frequency of rejection in 1000
replications is 0.067, whlch compares favorably with the Plosser-Schwert
results for the case with overdifferencing. The study by Harvey (1980)
compares mean-squared-error (MSE} values34 for estimates of g in (22) with p =

1.0 when estimated with first differences and when estimated Jointly with p

using levels data (i.e., with underdifferencing and an autocorrelation
correction}. Two speclficatlons regarding the behavior of the exogenous
varlable x. are consldered by Harvey. In one of these the x, process is

stationary; in that case the MSE value for the estimator of g is 0,310 with
the (correct} first-difference specificatlion and 0.309 with underdifferencing

(and autocorrelation correctlon).35 In the other case, which features

strongly trending x. data, the analogous MSE figures are 0.061 and 0.078.36
Also of relevance, though not conforming te the symmetric contrast
provided by our specifications (18) and (20), 1is evldence provided by Harvey
relating to the estimatlon of a relation like (22) but with p = 0.9. The
alternative estimators are based on application of maximum likellhcod to the
(correct) levels speciflication and OIS to the first-differenced
specification, the latter amounting to estlmation with p = 1.0 by
constraint.37 The T = 100 MSE values are 0.263 and 0.262 for the two
estimators with statiopary x.'s, and 0.00%2 vs. 0.018 with trending x.'s.

On the baslis of the described Monte Carlo experiments, the approprlate
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conclusion would seem to be that nelther overdifferencling nor
underdifferencing leads to serlous estimatlon or testing mistakes In
regression models with exogenous regressors, provlded that the lnvestlgator
takes intelllgent account of serial correlation present 1n the regression
reslduals. 1t is perhaps worth noting, glven the tenor of thelr discusslon,
that this concluslon Is not contradicted in the least by the four studles
involving actual data (and unknown specificatlons} that are explored by
Plosser and Schwert (1978).

Specifically, 1in each of these four cases the authors conclude that
first differencing 1is probably approprlate, but the point estimates and
standard errors (for the parameter analogous to B) that are provided by
regresslons wilth undifferenced data are virtually the same when the
Cochrane-Orcutt procedure is used to account for p = Q. In thelr Table 1
regression of (log) income on the (log) money stock, for example, the slope
coefficlent (and standard error) wvalues are 1.127 (0.122) for the
Cochrane-Orcutt levels regression and 1.141 (0.126) in the differenced case.
The OLS regressions with data that have been differenced twice glive estlmates
that do not agree as well, but in each of these cases there 1s evidence of

uncorrected serlal correlation iIn the residuals. In Table 1, for example,

the first resldual autocorrelatlon is -0.36.

It 1s additionally worth noting that Plosser and Schwert (1978, p.
638) also take the view that “the real issue is not differencing, but an
appropriate appreciation of the role of the error term 1ln regression models,”
Thus our dlsagreement with Plosser and Schwert seems to be whether the
“representative investigator® wlll, or will not, recognize and take steps in
response to the presence of autocorrelated residuals.

The foregolng evidence relates, however, principally to relations wlth

EXOEgEencus regressors. In practice, It is much more common for equatlions of
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Interest to lnclude one or more lagged endogenous varlables. But if ay,.,
were to appear as an additional regressor in (18), then the situatlion
regarding estimatlon of § would be qulte different. In order to obtaln a bit
of evidence as to the valldity of the suggestion--that the presence or
absence of differencilng 1s not crucial when serlal correlation correctlons
are applled--in situatlons in which lagged endogenous varlables are present,
let us consider results pertalning two example relationships (that may be of
some substantive Interest).

Specifically, let us first conslder estimation of the rudimentary
single-equation model of aggregate demand utilized in McCallum (1987), that
1s, an equation relating growth of nominal GNP to growth rates of the
monetary base. Notationally, let x, and b, denote logarithms of nominal GNP
and the base, respectively, for perlod t and consider quarterly observations,
seasonally adjusted, for the sample period 1954.1 - 1991.3.38

As a starting polnt, conslder the following updated version of the

speciflication emphasized in McCallum (1987):

(23)  &xy = 0.0078 + 0.3248Ax.., + 0.3190ab,
(.002) (.073) (.104)

RZ

= 0.196 SE = 0.0097 DM=2.12 Q(10) = 8.3

Here parameter standard errors are shown in parentheses while the reported
statlstles are the unadjusted Rz. the estimated standard devlatlon of the
disturbance term, the Durbin-Watson statistic, and the Box-Plerce Q statistic
based on the first ten autocorrelation terms.39 These statlstles glve no
evidence of residual autocorrelation and it is the case that Ax..; would not
provide addlitional explanatory power. As 1t happens, however, incluslon of

4b,.; would provide addlitional explanatory power and would make Ab
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insigniflicant. According;y. let us switch our attention to the variant of
(23) in which Ab, is replaced by Ab,,, a variant also used in McCallum

(1987). The 1954.1 - 1991.3 estimates are as follows:

(24) A, = 0.0076 + 0.2845Ax._, + 0.38314b,_,
(.002) (.075) (.105)

R° =0.21S SE =20.0096 DWW =207 Q(10) = 8.0

Here there is no evldence of resldual autocorrelation and additional lagged
values of A&x, and Ab, would not enter significantly. The lmportant
properties of the estlmated relation are that Ax, 1s mlldly autoregressive
and 1s positively related to Ab,, with a moderately large elastlcity wvalue
that is not significantly different from 0.5.

The first questlon to be answered, then, 1s "what would we have found
if we had estimated this same relation in (log) levels, using series with
deterministic trends removed?® To develop an answer, first consider equation

(25), where the detrending ls effected by inclusion of time as an additlonal

regressor:
(25) x. = 0.0273 + 0.00021t + 1,0160x%,_, — 0.0321b,_,
(.072)  (.0002) (.020) (.014)
R® =0.9999 SE =0.0104 DW =1.40 Q(10) = 23.1

Here the results are entirely different from those in (24), but there is
distinct evidence of resldual autocorrelatlion. Re-estimation wlth the

disturbance term assumed to follow an AR(1) process ylelds
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(26) X, = S5.857 - 0.0067t + 0.2763x,_, + 0.592b,., + 0.99e,.,
(34.1) (.060) (.081) (.150) (.023)

R® = 0.9999 SE = 0.0095 DW= 2.14 Q(10) = 9.0,

where e:., 1s our estimate of ... Now, with the AR(1) dlsturbance
speclfication, we estimate the autocorrelation parameter to be very close to
1.0 and the magnitude of the coefficlents attached to x,.; and by, revert to
the neighborhood of the corresponding values in the differenced relation
(24).40 The trend term is lnsignificant, as was the constant in (24), and
qualitatively the relation in (26) ls quite similar to the version estimated
in differences.

Next, we move in the opposite direction by differencing the varlables
one more time than in the reference case (24). Let 48Ax, = A(Ax,) for

brevity. Then with the disturbance treated as white noilse, the result 1is

(27)  Adx, = 0.0002 - 0.39934Ax,_, + 0.363AAb,.,
(.0009) (.074) (.158)

R® = o0.182 SE = 0.0110 DW= 2.12 Q(10) = 18.3

Here the estimated parameter on the lagged GNP varlable ls entirely unlike
that in {24}, but the Q statistlc gives borderline evidence of serial
correlation. Estimated with a MA(1} specification for the disturbance, the

results change to:

(28) 84Axy = 0.00001 + O.166644x¢.¢ + 0.35718Ab¢.y — 0.946€_;
{.0008) (.065) (.139) (.032)
Rr? = 0.370 SE = 0.0087 DW = 1.89 Q(10) = 9.5
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Now the figures are again quite close to those 1in the ~once-differenced
speciflicatlon (24). Not only the estimated parameter values, but also the
standard errors are approximately the same -- and there 1s no evidence of
serlal correlation. Thus the results are slmilar for regressions using
detrended levels, differences, and second differences of the x. and b,
variables, provided that autocorrelatlon corrections are used,

A second example concerns spot and forward exchange rates. In a
recent paper (McCallum, 1992), I have summarized some empirical regularitles
for the post-1973 floatlng rate perlod, focussing on $/£, $/DM, and $/Yen
rates over the time span 1978.01 - 1990.07. Letting sy and £
denote logs of the spot and 30-day forward rates at the end of month t, one
of the cobserved regularities 1s that OLS regresslon of s, on f..y provlides a
tight fit with a slope coefficlent very close to 1.0 -- see the estimates
reported 1n the flrst panel of Table 4. When As:y ls regressed on Af..,,
however, the relationshlp disappears and the estimated slope coefflclent
becomes insignificantly different from zero--see the second panel of Table 4.
That contrast would seem to contradict the argument of the preceding
paragraphs since there is little indication of serlal correlation in the
reslduals in elther case.

The results in panel three, however, support our previous argument.
There the levels equation relatlng s; and f.., is reestimated with an AR{1)
specification for the disturbance process, even though the DW and Q
statistics in the top panel do not clearly call for such a step. And for all
three exchange rates the result 1s the same -- the AR parameter ¢ Iis
estimated to be close to 1.0 with the slope coefficlent on f..; becomling
indistinguishable from zero. The results ln panel three, 1in other words, are
essentlally equivalent to those in panel two, even though differenced data

are used ln the latter and not in the former.
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Table 5
Spot on Forward Exchange Rate Regresslons

Sample Perlod 1978.01 - 1990.07

Estimates (std. errors) R Statistlcs
Rate Variables Const. Slope AR(1} MA(1) R SE DW Q(10)
£/7DM sy on fyoy =-0.009 0.990 0.963 0.0362 2.05 9.6

(.012) (.016)

$/L " - 0.014 ©.977 0.960 0.0359 1.82 5.9
(.009) (.016)

$/Yen " " -0.046 0.991 0.975 0.0380 1.84 7.7
(.067) (.013)

$/DM As; on Af., 0.002 —0.063 0.004 0.0358 1.96 7.5
(.003) (.081)

$/L - 0.000 0.024 0.000 0.0352 1.99 3.4
{.003) (.082)

$/Yen " " 0.003 0.038 0. 001 0.0374 1.99 4.8
(.003) (.082)

$/DM sy on £y ~0.575 -0.057 0.991 0.964 0.0359 1.96 B.1
(.510) (.083) (.015)

$/L - " C.509 0.035 0.979 0.962 0.0351 1.99 3.8
(.143) (.084) (.017)

£/Yen - " -4.743 0.046 0.989 0.976 0.0374 2.00 5.0
(.681} (.083) (.013)

$/DM  fds, on 0.000 -0.206 -0.887 0.526 0.0361 1.86 4.1
Alf .y (.003) (.057) (.059)

$/L " " 0.000 -0.032 -0.933 0.472 0.0357 1.96 3.1
(.003) (.060) (.035)

$/Yen . " 0.000 -0.010 -0.956 0.468 0.0379 1.94 4.0
(.003) (.060) (.027)

Data source: Bank for Internatlonal Settlements
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In addition, the specification using second dlfferences together with
a MA{1) disturbance is lmplemented in the fourth panel of Table 5. There the
DM case differs slightly from the previous results, the slope coefflcient on
fi_y belng estimated as about 0.21 and significant, but for both the £ and
Yen rates the previous results are obtalned again —-- the slope coefficlent ls
close to zero with the MA parameter belng estlmated in the viclnity of -1.0.
For five out of the six comparlsons with the reference case of panel two,
then, the results are in strong agreement despite contrasting treatment in
terms of differencing. And even 1in the sixth case, the extent of
disagreement is relatively minor. Thus the evidence is agaln supportive of
the general argument that the extent of differencing is not cruclal, 1in the
context of detrending of varlables prior to econometric analysis, provided

that residual autocorrelation correctlons are utilized.41
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VI. Cointegratlon
Now suppose that x; and y, are two time serles variables generated by
DS processes-—1.e., thelr univariate serles have AR unit roots-—that are

dynamically related by a distributed-lag relation with a statlionary
42

disturbance. In {29), for example, we assume u, to be stationary:

(29) y¢ = a + 8(L)xy + u,.

Under these conditlons y, and x¢ are said tc be colntegrated, the term
arlsing because DS variables are referred to by many time serles analysts as
"int.egrated."43 Now it 1is a striking fact that when y, and x. are
colntegrated, then an OLS regresslon of y; on x, alone--with no lags~--will
yield a slope coefficlent b that is a consistent estimator of the “long run®
effect B(1) = Bp + By + .... This result would appear to be of practical
importance, as it promises to provide a simple way of discovering features of

long-run relationships between variables. To demonstrate the result, let us

express the residual e, = y, - bxy &s

(30) ey =a + B(L)%, + uy — bxy =a + [B(L) - blx, + u,.

But with x; an integrated (DS} variable, e, willl then be integrated unless
B(1) - b =0. And If e, were integrated, then the sum of squared e, values
would Increase without limit as the sample slze goes to infinity, so the OLS
criterion of picking b to minimize this sum forces b toward B8(1).

There are numerous addiltional thecoretical results concerning
cointegrated variables Including extenslon to multivariate settlngs44 and

close connections between cointegration and the exlstence of ‘“error

correction" forms of dynamic models.45 For present purposes, however, the




mailn item of interest concerns the frequently expressed contention that if
two (or more) DS wvarlables are not colintegrated, then there exlsts no
long-run relationship between (or among) them. On the basis of thils notion,
various researchers have concluded that purchasling-power-parity falls even as
a long-run tendency [see, e.g., Taylor (1988) and McNown and Wallace (1988)]
whereas others have drawn analogous concluslons regarding traditional money
demand relations--see, e.g, Engle and Granger (1987).46 Cuthbertson and Taylor
(1990, p. 295) have stated the matter thusly: “If the concept of a stable,
long-run money demand functlion 1s to have any empirlcal content whatsoever,
then m¢..." (log money) "must be colntegrated” wlth log prices, log income,
and interest rates.

Now clearly there is a technlcal sense ln which these suggestions are
correct: if y, and X, are both DS but not colntegrated, then the disturbance
entering any linear relatlonshlp between them must (by definltion) be
nonstatlonary. So they can drift apart as tlme passes. The present author
would argue, however, that it 1s highly mlsleading to conclude that in any
practical sense long-run relationshlips are therefore nonexistent. My
argument 1s entirely interpretive; 1t includes no suggestion of technilcal
error In the literature criticlzed. But 1ts importance 1ls not thereby
diminlshed.

To develop the argument at hand, let us take the example of a

traditional money demand function of the form

(31) my - py = Bo + Biyr + BaRe + M.

where my - p, 1s the log of real money balances, y. the log of a real
transactiens variable (such as GDP), and R, s an opportunity-cost varlable

relevant to the measure of money being used. Let us suppose for the purpose
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of the argument that m¢ - p., ¥.. and R, are all DS variables. And let us
suppose that m¢ - p¢, y:.. and Ry have all been processed by removal of a
deterministlc trend.47 Then the colntegratlon status of the relatlonship
depends upon the properties of the disturbance w~—-if 1ts process is of the
DS type, the varlables in (31) will not be colntegrated.

It 1s my contention that the traditional view of money demand theory,
represented for example by the New Palgrave entry by McCallum and Goodfriend
1987), would actually suggest that the varlables in (31) are unllkely to be
colntegrated. The reason is that the rationale for (31) depends upon the
transactions-facllitating function of money, but the technology for effecting
transactions ls constantly changing. And since technical progress cannot be
well represented by measurable variables, the effects of technlcal change not
captured by a determinlstic trend show up in the disturbance term, %.. But
the nature of technologlcal progress is such that changes (shocks) are
typically pot reversed. Thus one would expect there tc be an important
permanent component to the n. process, making it one of the DS type.

In such a situation, however, the "long run™ messages of traditional
money demand analysls may contlnue to apply. Provided that the magnitude of
the varlance to the !nnovation 1n %; ls not large In relation toc potential
magnitudes of Am, values, 1t wlll stlill be true that Inflation rates will be
principally determined by money growth rates, that long-run monetary
neutrality wlll prevall, that superneutrallity will be approximately but not
preclsely wvalld, etc. That the disturbance term in the money demand
relatlonshlp is of the DS class 1s simply not a source of embarrassment or
special concern for supporters of the traditlonal theory of money demand.48

Much the same can be said, furthermore, 1n the context of PPP

doctrine. Nomlnal exchange rates are probably not cointegrated with relative

price levels because technological and taste shocks affecting real exchange
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rates have permapent components.49 But major dlfferences among natlons ln
money growth and inflatlion rates may nevertheless domlnate other effects on
nominal exchange rates over long spans of time, leaving the practical
messages of the PPP doctrine entirely valld as a long run matter.so That such
1s the case in actuality is indicated by the evidence collected by Galliot
(1970} and Offlcer (1976).

In both of the preceding examples, It was argued that one should
expect the disturbance term in a relation among levels of economlic varlables
to include both permanent and transitory components, and therefore to possess
an autoregressive unlt root. This argument-—which 1s an applleation to
disturbance terms of the unobserved-components perspective put ferth 1in
Section IV--would seem to be applicable quite broadly; indeed, to the
disturbances of most behavioral relations. That point of view implies,
unfortunately, that colntegrating relatlonships will be rare51 and so the
potentially beneficlal estimation result mentlioned in the first paragraph of
this section will not be forthcomlng.s2

The argument of the present section has a natural counterpart, it
mlght be added, in the context of debates concerning non-trend-stationarlity
of the price level. Some commentators, Including Barro (1986) and Haraf
(1986}, have emphasized uncertalnty concernling future values_of the prilce
level and have accordingly suggested that It 1s hlghly undeslrable for p.
{log of the price level) to be generated by a unit root process. The polnt
of view expressed here emphasizes, by contrast, the relative unimportance of
P:. nonstatlionarity per se, glven the existing magnitude of the dlsturbance
variance for the p, process, in comparison with recent values of the trend
growth rate.s3 Cne way to express the polnt ls to hypotheslze that cltizens

and policy-makers in the United States would view price level performance as

highly satisfactory if it were generated (in quarterly terms) as
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(32) Pt = 8 t+ Py t Oy

if 8 = 0 and ¢y were white nolse with a;z = 0.00002. (The latter flgure

approximately equals the one-quarter forecast varlance over 1954-1991.)
Looking twenty years ahead, the forecast variance of p; would be 80
{(0.00002) = 0.0016 s0 a 95 percent confidence interval would be the current
value plus or minus 0.08 (or * 8 percent In terms of the prlce level). That
figure pales into inslgniflcance Iln comparison with the expected change in p,

over twenty years if & were nonzero and equal to (e.g.) 0.011, a figure that

corresponds to a 4.5 percent annual rate of inflatlon.




YII. Conclusions
In thlis final section we shall conclude the arguments. The discussion
will not be a summary of what has gone before--which 1s itself largely a

condensatlon of other work =-- but instead will attempt to reach conclusions

in the sense of "loglcal consequences' of what has gone before. In
developing our arguments 1t will be usefuyl to distinguish the two different
purposes of trend analysls that were mentioned above: (1) isolating trend
from cycllcal components and (il1) trend removal for the purpose of obtaining
series sultable for econometric analysis. We begln with subject (i1).

In the context of removing trends from time serles so that
relationships among these serles can be studied by conventlonal econcmetric
methods, we have seen that there Is a tendency for simllar results to be
obtained from the two methods, provided that serial correlation corrections
are applled to the residuals of the relatlonship belng studied. This
suggests that it is not cruclal whether the analyst differences the data or
removes determinlstlc trends. The recommended course of actlon would then
be, evldently, to estimate the econometric model both ways--with differenced
and (determlnistically) detrended data--and hope that slmilar results will in
fact be obtalned. But emphasis in presentation will usually be given to one
set of results or the other, and In some cases the results wlll not be
similar. A natural basls for choice would then be to feature the results
that requlre the smaller amount of correctlion to remove autocorrelatlon of
the residuals. In the case of the GNP-monetary base example of Section V,
for example, the preferred results would be those in equation (24), rather
than (26) or (28). And in the exchange rate example of Table S5, the results
In the second panel would be preferred, accordlng to this criterion.

Now conslder purpose (1), the estimatlon of trends so as to isolate

trend from cycllecal components of a series. In Sections III-¥V above we have
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reviewed various results all of which lndlcate that there 1s no rellable
method for distingulshing among alternative trend/cycle decompositlions even
when these have entlrely different long run response characteristics and
different lmplications about the relative lmportance of the two components,
This seems, at first glance, a dilscouraging concluslion.

Reflection on the issue suggests, however, that it actually makes very
1ittle sense even to attempt to distinguish between trend and cycle on the
basis of a varlable’'s univarliate time serles properties alone. The reason ls
that the separation of trend and cycle will in most cases be desired because
the analyst belleves that the two components have different economle
properties or significance. With regard tec real GNP, for example, Nelgon
(1989, page 74) emphasizes that analysts "tend to think of the processes
generating the two components as quite different,” one belng “due to growth
in labor force and capital stock and to technological change® and the other
“arising largely from monetary {and fiscal] disturbances.” But such
components will be neither independent nor perfectly correlated, as presumed
by the two main trend estimation procedures described above. And without
knowledge of the extent of correlation, they are not 1ldentified even under
the assumption that the trend component is a random walk. Thls latter
assumptlon, moreover, 15 1tself rather unsatisfactory.

More generally, the distinction between trend and cycle is by many
economists viewed as pertalning to movements that are socially desirable and
undesirable, respectlvely. But vwhether such is the case clearly depends upon
the economist’'s theory of cyclical fluctuations, for some of these-—the real
business cycle hypothesis, for example--wlll not view cyclical movements as
something that policy should attempt to mltlgate. The nature of the cycle
vs. trend dlistinctlon, In other words, depends wupon the theory of

macroeconomic fluctuations adopted. But if that is the case, then it makes
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1ittle sense to attempt to separate out the cycllical component by means of a
procedure that takes no account of alternative theories but relies merely on
a variable's time serles propert.ies.s3

The reader may have notlced that the remarks In thls concluding
section have pertained excluslvely to trend analysls, with the term “unit
roots” falling to appear. More generally, it may have been noted that there
is no inevlitable connection between the two concepts—-unlt roots may be
present in a series that is entirely trendless (and vice-versa). But the
presence of trends i{s a constant source of practical difficulties in the
analysis of time serles data, and the recent Interest 1in unit roots has
stemmed largely from the notion of s£ochastic trends. It 1s then for reasons
of practicality that emphasis has here been given to the toplc of trends.
Our principal messages regardlng unit roots per se are implicit in our
conclusions regardlng trends. But since those messages are somewhat negatlve
concerning the wvalue of unlt root testing, 1t needs to be ment ioned
explicltly that introduction of the wunit root concept, together wlth
recognitlion that serles are llkely to Include DS components, has been a
valuable corrective to the earlier habit of presumlng trend statlionarity and

has led to several analytical lnsights.s4
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Footnotes

1For other recent survey articles, see Stock and Watson (1988) and Campbell

and Perron {(1991).

2The proper term ls “convelution.” Any reader who desires a more rigorous

description of lag operators may consult Dhrymes (1971).
3'I‘hat s, non-stechastlc.

4Throughout. our discussion will ignore seasonal components.

SA white-nolse random variable is one generated by a process that specifies
that each period's value, €, 1s drawn from a population with mean zero and

finite variance cE. and is not dependent on previcus values.

6Thls was the year In which the article by Nelson and Plosser (1982) was
published. The popularity of differencing had been growing gradually,
however, at least since the much earlier publlcation of Box and Jenkins
(1970).

7That is, to 1include only a {finite number of terms with non-zero

coefflcients. Any statlonary stochastic process can be closely approximated

by an expression of the form 6(L)¢  (L)c,.
8Perhaps a complex number.

9Conélder, for example, the second-order case. Then 1 + ¢, z + ¢zza =0
could equlvalently be written as {1-eyz) (l-azz) = 0, where ¢, = -(a,+az) and
$> - @yxy., But the latter equatlon is satisfiled by the two values z' = 1/a,
and z2 = 1/u,. So the lag polynomlal 1 + ¢,L + ¢2L12 could as well be
expressed as (l-ayL) (1-a3L). The roots of the polynomial ¢(L) are sald to

be 1/a; and 1/a5.

S0




10Here (1-pL) (&g + at) = &g — pagl + oyt - pa; (t-1)}

= ﬂo(l"p) + gt - p¢|t + poy = %(1-9] + l!|(1"p)t. + pa,y

11If p>1.0, then y, will have explosive behavior of type that seems unlikely

and that wlll become easlly detectable after a few years.

12The difficulty was recognlzed, but not emphasized, by HNelson and Plosser

(1982).
i3
See, e.g., McCallum (1986, pp. 405-406).

14It would, however, be possible to objJect that expressing trend statlonarity
as a zero-measure speclal case effectlvely blases the procedure in favor of
a DS findlng. Note, lnclidentally, that a unit root in the MA polynomial does
not lmply a process of the "unlt root”™ type.

1sl.e., in the 1limlt as the sample size grows without bound.

16An ARMA model 1s one that admits both autoregressive and moving average
polynomials. The notatlon (p,q) indicates how many terms {(p and q) are
Included in the AR and MA polynomials. Sometimes the number of times d that
the baslc varlable has been differenced is included 1n a (p,d,q) notatlon.

17Here the meaning of "model A 1s better than B* is that B is nested in A and

can be rejected wlith a significance level of 0.05.
18Henceforth the words "per unit" wlll typlcally be omitted.

19Another useful measure has been featured in the work of Cochrane (1988). It
iIs described below 1n text attached to fn. 26.

20Recall that they actually reported 16 cases, but that we are focussing on

nine.

211t is sometimes sald that they are highly "persistent,” but that termlnology

Is inappropriate for reasons clearly described by Cochrane (1991, pp. 206-7).

51




zzulth a test statlstic designed tc have a 0.05 significance level.

231.e.. a case represented by parameter wvalues that would be graphically

represented as a point (wlth zero area) in a region deplcting all possible
parameter values,

24Granger's Lemma says that the sum of twe independent ARMA processes, one

ARMA (py, q,) and the other ARMA {p;, qz), is an ARMA (p.. q-] where p.s P o+
Pz and q = max (py + gz, Pz + q1). For pure MA processes, then, q.s max (qq,

q2).

ZsBoth Clark (1988) and Cochrane (1988) have developed arguments suggesting

that unconstrained ARMA models with differenced serles tend to be poor at the
Job of estimating long-run properties such as A(1).

26As k » @, the limit V¥ of the V. sequence is the long-run response measure

proposed by Cochrane (1988) mentioned above In footnote 19. Its relatlon to
A(1) is V = (1-R®)(A(1))%, where R® 1s 1-(c2/Varay,).

27But With more parameters in the DS component, the components model may

become equlvalent to an unconstralned ARMA.

28See Watson (1986, p. S3).

ngulte recently, Kwlatkowskl, Philllips, Schmidt, and Shin (1952) have
conducted tests of the hypothesis that the DS component is of negligible
importance in a components formulation. For the real GNP serles this
hypothesis was found to be of borderline signiflcance at the 0.05 level.

30In least squares regressicn analysls the inclusion of a tlme trend among ihe
regressors 1s equlivalent to the use of wvarlables detrended by prior
regression on the same time variable (l.e., using reslduals, from these prior

regressions on time, as the detrended varlables).
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31The standard formulae do not rely on asymptotic distributlion theory Iin cases
in whlch there are no lagged dependent variables in the system under study,

but such cases are the exceptlon In applied macroeconomics.

32A contrary argument ls that differencing sacrifices Information pertaining
to levels or to long-run relationships. Estlmation of a levels relatlonship
after differenclng will not, of course, provide any information about the
constant term, but that is usually of little importance. The argument
developed below suggests that 1llittle is lost with regard to long-run
multipllers unless the variables are colntegrated, a toplc that is taken up
briefly In Section VII.

33Thls approach Is used because the usual asymptotlc distributfion theory

breaks down in cases with unit roots in either the MA or AR polynomial.
33
Across 200 replications.

35Actually the estimator "with autocorrelation correction involves full

maxlmum likelihood estimatlion of (22).

These values are for a sample size of T = 100; Harvey alsoc glves results for

T =20 and T = 50.
37
In the levels formulation, p 1is estimated Jointly with 8.

38Data. for 1953-1990 are taken from the Citibase data set, while 1991 values

come from the Survey of Current Business (GNP} and the Federal Reserve Bank

of St. Louis (adjusted monetary base). Calculatlons are performed wlth
version 7.0 of Micro TSP.

39Under the assumptlon that the disturbances are white nolse, Q{10) has
asymptotically a chi-squared distributlon with 8 degrees of freedom; Its

critlcal value for a 0.05 signiflcance level is therefore 18.3.
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40The coefficlent on the base varlable s now somewhat larger than 0.5, rather
than smaller, but the difference is less than two standard errors.

4'IIt. should be sald explicltly that this argument 1s not belng made with

regard to Granger causallty tests or varlance decompositlon statistlics in
vector-autoregression studles, It Is my impression that these results are
rather sensitlve to the detrending procedure. But such results are, I

believe, of less importance than impulse response patterns.

4ZIt is not belng assumed that x, Is necessarily a predetermined varlable,

i.e., that u, is uncorrelated with x,, x¢.1,

431f a varlable must be differenced d times to render 1t stationary, it is
said to integrated of order d, abbreviated I(d). The term “integrated" was
pepularized by Box and Jenkins (1970), 1lts genesls being that a random-walk
varlable is at any tlme equal to the infinlte sum ("integral™) of all past
disturbances. Cointegratleon analyslis was developed by Granger (1983) and
Granger and Engle (1987).

44See. for example, the expository piece by Dlckey, Jansen, and Thornton

(1991).

4sSee Hendry (1986).

46Other writers have apparently accepted this characterization prior to
reaching the opposlite empirical conclusion. A few examples are Mehra (1989),
Hoffman and Rasche (1991), HMiller (1991), Hafer and Jansen (1991), and
Diebold, Husted, and Rush {1991).

47Thls step should not be at 1ssue; the exlstence of technological change in

the payments industry ls widely accepted.
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48Hany of these supporters have been willing to estimate money-demand
functlons in first-differenced form, thereby Ilmplicitly assuming a DS
disturbance process.

49A5 suggested, for example, by Stockman (1987).

Soﬂere the interpretatlion of PPP is taken to agree wlth popular usage although
a good case can be made for an alternative lInterpretatlon that expresses PPP

as a form of a neutrality propositlon.

SIThe s¢, f example 1n Sectlon ¥I ls, however, a case ln which cointegration
evidently does obtalin.

SZCampbell (1991, p. 218-219) argues against thls suggestlon by means of a

reductloc ad absurdum. The latter 1s not actually appllcable, however, as my
argument 1s dlrected only toward varlables that enter agents’ utility

functions or budget constralnts.

53H1th regard to the notable result of Goodfriend (1987), i.e., that Interest
rate smoothing behavior by the central bank can induce a unit root component
inte the prlice level process, the point is that it does not imply a positlve
drift term. Consequently, Goodfriend’s result does not explain why prices
are now several tlmes as high as In 1950 (See McCallum, 1987) 1in all
industriallzed nations, rather than belng substantlally higher in some
nations and lower in others.

54It should be noted that this argument does not lmply that it 1s polntless to

try to attempt to reach substantive macroeconomic conclusicns on the basls of
analyses such as that of Blanchard and Quah (1989), which utllizes multiple
time serles and relles wupon explicit substantive assumptions for

ldentification.
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SSA recent example is provided by the related analyses of Flsher and Seater

(1993) and King and Watson (1992).
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