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As has been well documented, skill differentials rose sharply over the 1980s.
Current Population Survey (CPS) data show earnings differentials between high-
school and college graduates rising more than 10 percentage points over the decade.
Occupational differentials also rose. The Employment Cost index shows that be-
tween 1979 and 1989, the earnings differential between operatives on the one hand
and managers and professionals on the other rose by roughly 10 percentage points,
while the differential between laborers and operatives rose by roughly 4 percent-
age points. While the increase in skill differentials has been well documented (e.g.,
Murphy and Welch, 1989, 1992; Bound and Johnson, 1992; Katz and Murphy, 1992;
Blackburn, Bloom and Freeman, 1990), there is no consensus as to its explanation.
It seems evident that at least part of the widening of educational differentials can
be attributed to a slowdown in the rate of growth of the college educated pop-
ulation accompanied by the continued growth in the demand for educated labor
(Murphy and Welch, 1989; Katz and Revenga, 1989; Katz and Murphy, 1992), but

this explanation fails to account for the sources of the growth in this demand.

Regarding the increase in the demand for college educated labor, a number
of related questions deserve investigation: What are the sources of this increase in
demand? Did the growth in demand for college educated labor accelerate during
the 1980s? If so, was the acceleration something that we can expect to continue, as
may be the case if the source were technological change, or was it a result of forces

peculiar to the 1980s, such as the trade deficit, the deep recession or the military
build up?

To date, most work done on the widening of skill differentials has used CPS
data. While CPS data have the advantage of large sample sizes and detailed demo-
graphic information they contain no information on outputs or non-labor inputs. In
the research reported here, we rely on data drawn from the Annual Survey of Man-
ufacturing (ASM), 1959-1989, the Census of Manufacturing and the NBER trade
data set to examine possible explanations for skill upgrading within U.S. manufac-
turing. We use information on other inputs and detailed classification of industries

by output to evaluate alternative explanations for skill upgrading.

ASM data show dramatic changes within manufacturing in the nature of em-

ployment that are consistent with the CPS evidence on skill upgrading [Murphy
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and Welch, 1992]. In particular the ASM data reveal a trend decrease in the share
of production labor in total employment, a decrease which accelerated during the
1080s. Between 1979 and 1989 the employment of production workers in U.S.
manufacturing dropped by a dramatic 15 percent from 14.5 to 12.3 million, while
non-production employment rose 3 percent from 6.5 to 6.7 million. Trends in Print-
ing, Chemicals and many of the durable goods manufacturing industries were even

more dramatic.}

There are a number of possible explanations for the skill upgrading that oc-
curred in manufacturing during the 1980s. Perhaps the most plausible explanations
are increased international competition and production labor saving technological
change, both of which could be expected to decrease the demand of production labor
(in the U.S.) Not necessarily independent of these forces, both the severe recession

of the early 1980s and the defense build up could have possibly contributed to the
shifts.

In this paper we use the ASM data to evaluate the importance of increased
international competition, the defense buildup and technological change as possi-
ble explanations for the shift in labor demand towards skilled labor. We find that
less than 1/3 of the shift away from production towards non-production workers
can be accounted for by shifts in product demand away from those manufacturing
industries with high shares of production workers in their work force. We attribute
much of this “between industry” shift to increased defense procurements and to in-
creased trade during the 1980s. Most of the shift from production to non-production
employment occurred within (as opposed to between) four-digit manufacturing in-
dustries. These within industry shifts are largely unrelated to imports or defense
procurements. In our accounting framework, we attribute the residual to produc-
tion labor saving technological change. We find skill upgrading to be positively
related to investments in computers and computer-related technology as well as to
R&D expenditures. These results are consistent with BLS case studies which re-

port that new technologies have generally displaced production workers. We infer

! The BLS Establishment Survey shows very similar trends. The BLS data show that between
1979 and 1989 the employment of production workers in U.S. manufacturing dropped 12
percent from 15,068 to 13,269 thousand while non-production employment rose 3 percent
from 5,972 to 6,173 thousand. In durable goods employment of production workers dropped
17 percent, while non-production employment rose 4 percent.
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a predominant role for production labor saving technological change in explaining
the shift of demand towards skilled labor in the 1980s.

The remainder of the paper is organized as follows. Section I uses the ASM to
document trends in the composition of manufacturing employment and discusses
the possible explanations listed above. Section II presents accounting exercises that’
gauge the potential importance of trade and defense in explaining these trends.
Section 1II develops a cost function framework for analyzing cross sectional dif-
ferences in changes in the utilization of production and non-production workers.
Section IV relates the regression results to more qualitative evidence that exists on:

technological change within manufacturing industries. Section V concludes.

I. Trends within Manufacturing
A. ASM Data

Much of the work in this paper is based on data drawn from the Annual Survey
of Manufacturing. The ASM is a survey of manufacturing establishments sampled
from those responding to the comprehensive Census of Manufacturing.? The ASM
collects data on total employment, total payroll, production worker employment,
production worker hours, the value of shipments and expenditures on new capital
investment, energy and materials. The information is reported for four-digit SIC in-
dustries. Information from the ASM was combined with price deflators to construct

measures of the capital stock.?

Employment is classified in two broad occupational categories, production and
non-production workers. These categories are roughly equivalent to blue and white
collar occupations. Production workers are defined as “workers (up through the
working foreman level) engaged in fabricating, processing, assembling, inspecting

and other manufacturing.” Non-production workers are defined as “personnel, in-

2 The sampling frame implies both that the data for census years tend to be more representative
and more reliable than the data for non-census years and that there are potential jumps in
data series both at the census year and two years later when the new sampling frame is
phased in.

The original version of these data, covering the 1958-1976 time period, was developed as
a joint project by the University of Pennsylvania, the Bureau of the Census, and SRI, Inc.
These data were then updated and classified consistently by Wayne B. Gray at the NBER.
Gray [1989, 1992] includes a more detailed description of the data.

3
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cluding those engaged in supervision (above the working foreman level), installation
and servicing of own product, sales, delivery, professional, technological, adminis-
trative, etc.” [Bureau of the Census (1986), p. D-16.] These categories apply only
to operating plants. Roughly 7 percent of manufacturing employment is in non-
operating plants (central offices and other auxiliary establishments). All of the em-
ployment in non-operating plants, offices and auxiliary establishments is classified
as non-production. Information on these plants is available at only the two-digit

SIC level, so we use it in some of our descriptive analyses but not in the more

detailed tabulations.
B. The Move Towards Non-production Labor

Figure 1 plots non-production employment as a fraction of total employment.
The top line represents the ratio of total non-production employment in manu-
facturing to total employment, while the bottom line represents the ratio of non-
production employment in operating establishments to total employment. There
are three striking features to this graph: First, as is well known, production em-
ployment is more cyclically sensitive than non-production employment. As a result
the fraction of employment that is non-production is countercyclical. Second, peak
to peak, the ratio shows a clear upward trend. This trend occurs both for employ-
ment in auxiliary establishments and for non-production employment in operating
establishments. Third, this trend shows some sign of acceleration in the 1980s: be-
tween business cycle peaks years 1959 and 1973, the ratio of non-production workers
in operating establishments to total employment rose from 0.227 to 0.234 or 0.05
percentage points per year, between 1973 and 1979 the ratio rose from 0.234 to

0.248 or 0.23 percentage points per year, and from 1979 to 1989 it rose from 0.248
to 0.286 or 0.38 percentage points per year.%

There are two reasons why this acceleration in the fraction of employment

accounted for by non-production labor can be expected to under-represent the shift

* Non-production employment in non-operating establishments was also rising over this period
of time: between 1959 and 1973 it rose as a fraction of total employment from 0.036 to 0.049,
or 0.09 percentage points per year; between 1973 and 1979 it rose from 0.049 to 0.061 or 0.20
percentage points per year; and between 1979 and 1989 it rose from 0.061 to 0.065 or 0.04
percentage points per year. Note that while within operating establishments the move away

from production and towards non-production labor accelerated during the 1980s, in central
offices it actually slowed down.
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in demand towards skilled labor that occurred during the 1980s. First, the increase
in the relative wages of non-production workers that occurred during the 1980s will
tend to induce substitution away from non-production labor. Second, to the extent
that skill upgrading occurs among either production or non-production workers,
the changes in the fraction non-production will underestimate this shift towards
more skilled labor. An alternative measure of the changes in the demand for skilled
labor is the change in non-production labor’s share in the wagebill. Changes in
the wagebill share will reflect changes in relative skill levels. The direction of the
substitution bias will depend on whether the elasticity of substitution is above or
below one. An elasticity below one implies that the change in the wage bill share
overstates changes in the (wages constant) relative demand for non-production, .
labor while an elasticity above one implies the opposite. Figure 2 replicates Figure
1, using the fraction of the wagebill going to non-production labor rather than the
fraction of employment. Figure 2 shows a very similar pattern to that in Figure 1:

a trend increase in the non-production share of wagebill with a sharp acceleration

in the 1980s.
C. The Move Towards Non-production Labor as Skill Upgrading

Since the ASM’s only measure of skill is the distinction between production
and non-production labor, it is necessary to determine how this classification maps
onto the educational and occupational categories available in the CPS. Both con-
ceptually and empirically, the production /non-production worker distinction closely
mirrors the distinction between blue and white collar occupations. Tables 1 and 2
compare CPS and ASM data for the years 1973, 1979 and 1987. The fraction white
collar corresponds closely with the fraction non-production, with the discrepancy
never being larger than 2 percentage points. Using the CPS data we have further
broken down white and blue collar employment into broad occupational categories
using work done at the Census [U.S. Bureau of the Census, 1989a] to construct
consistent occupational groupings. The data also show occupational upgrading oc-
curring within both white and blue collar employment. Between 1973 and 1987, the
fraction of white collar workers in clerical jobs drops 18 percent, while the fraction
in managerial or professional jobs rises 11 percent. Similarly the fraction of blue
collar workers working as operatives drops over 5 percent while the fraction working

in the more skilled crafts jobs rises over 20 percent.
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In order to relate our work on ASM occupational groups to the literature on
the college/high school wage gap, note that the relationship between education and
occupation is quite tight. Table 3 shows the distribution of educational attainment
by broad occupational groups. As of 1987, the CPS shows 77.6 percent of pro-
fessional and managerial workers and 69.6 percent of sales workers having at least
some college education. On the other hand, only 35.3 percent of clerical workers
and 16.8 percent of blue collar workers had some college. At the other end of the
scale, 30 percent of blue collar workers had less than a high school education, while
this was true for less than 5 percent of white collar workers. While educational at-
tainment was rising within each of the broad occupational categories listed in Table
3, changes across the four broad categories listed in the table account for roughly
one-third of the increase in the fraction of the work force that is college educated

with the bulk of this being accounted for by shifts between the blue-collar and the

white-collar occupations.

As an alternative to working with categories, we constructed skill indexes based
on the occupational and educational distribution of the work force within manufac-
turing. In particular, we calculated mean log hourly earnings for each of the broad
occupations identified in Table 1. We then used these means to calculate predicted
wages for white and blue collar workers using the occupational distributions in 1973,
1979 and 1987. We did comparable calculations using single years of education in

place of occupation. The 1973-1979 and 1973-1987 changes.in these indexes are
reported in Table 4.

Using a wage metric we find that more than 50 perceﬁt of occupational up-
grading and more than 25 percent of educational upgrading can be accounted for
by the compositional shift of employment away from blue collar labor. We conclude
that an important component, though by no means all, of the skill upgrading that
occurred within manufacturing during the 1980s can be accounted for by the shift
away from blue/collar or production labor. What is more, this wage metric shows
skill upgrading to be more dramatic for the white collar than for the blue collar

workers. Our wagebill measure will reflect this relative shift.
D. Possible Ezplanations for the Move Away from Production Labor

What can explain the shift away from production labor in the 1980s? Given the

6
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increased relative costs of skilled labor during the 1980s, substitution effects should
have worked in the opposite direction. Figure 3 compares employment trends to
trends in output, capital and materials. The graph shows capital, materials and
output growing at roughly similar rates with employment, especially production
worker employment, growing much more slowly. Since, as Figure 3 shows, aggregate
capital intensity as measured by the capital/output ratio did not rise appreciably
during this period it seems unlikely that capital skill complementarity [Griliches
1969, 1970] can explain the observed shifts in labor demand. On the other hand
the figure does show inputs (primarily labor) growing less rapidly than output,

suggesting labor-saving technological change.®

Other technology indicators are also consistent with an accelerating pace of
technological change during the 1980s. Table 5 shows a number of such indica-
tors for various years. NSF data show that R&D expenditures were rising over
the 1980s. BEA data show expenditures on computers and communication equip-
ment increasing rapidly since the late 1970s.° In addition, a 1988 Census Bureau
survey (discussed further in section IV) shows a large fraction of manufacturing
establishments using a variety of innovative computer-aided technologies. What
is more, BLS industry case studies suggest that the new technologies introduced
during the 1970s and 1980s have often involved the loss of semiskilled jobs [Mark,
1987). Many of these developments are associated with the growing adoption of

computer technology within manufacturing.

However, other changes occurred during the 1980s that may have shifted the
relative demand for skilled labor within manufacturing. U.S. manufacturing faced
increasing international competition. Table 5 shows the dramatic opening of the
U.S. economy over the last 20 years. Since within manufacturing the U.S. has
typically imported goods that are intensive in less-skilled (production) labor (e.g.,

apparel) and exported goods that are intensive in skilled (non-production) labor

5 The implication of Figure 3 is that Total Factor Productivity was growing over the 1959-
1989 period. Since the ASM does not contain information on total compensation, it is not
possible to use this data source to compute accurate TFP measures. However, BLS data
show multifactor productivity [Gullickson and Harper, 1987] within manufacturing rising at
an annual rate of 1.3 percent between 1959 and 1988 and at a rate of 1.6 percent per year
between 1979 and 1988,

For a description of how these data were constructed see Gorman et al. (1985) and Musgrave
(1986).
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(e.g., aircraft), trade will tend to decrease the demand for production labor and
increase the demand for non-production labor. Moreover U.S. companies are carry-
ing out an increasing amount of production abroad. Even within specific industries
this “foreign outsourcing” is likely to have disproportionate effects on less skilled
labor for two reasons. First, production rather than marketing, sales, or product
development can be moved abroad. Second, we might expect the more production
labor-intensive operations to be moved abroad in order to take advantage of low

foreign wages for less skilled workers.

The recession in the early 1980s, the most severe since that of the 1930s, was
another change that may have shifted demand towards skilled labor. Manufacturing
output remained below trend for the rest of the decade, perhaps partly as a result
of the trade deficit. Weak demand for output could be expected to have a dis-
proportionate effect on production labor for two reasons. First, to the extent that
the downturn was expected to be temporary, we might expect differential “labor
hoarding”. Second, in industries facing secular downturns in demand, we expect to
observe increases in capital intensity if adjustment costs for capital exceed those for
labor. Moreover, in such industries, it is likely to be the older, more labor intensive

plants that are closed first if they are undergoing labor saving technological change.

Defense Department procurements also rose dramatically during the 1980s.
NIPA data (Table 5) show purchases rising from 2.0 percent of total shipments in
manufacturing in 1979 to 4.2 percent of total shipments in 1987. Many defense
related-industries tend to employ a disproportionate share of non-production work-
ers. Thus, increases in defense department procurements are likely to have shifted
employment within manufacturing away from production workers. This may have

been particularly true during the 1980s, given the emphasis put on “high tech”

weapons.

It seems clear that aggregate time series data will not allow us to sort out
various possible explanations for observed employment trends within manufactur-
ing. In what follows we exploit disaggregated data at the four-digit industry level
in two ways. In the following section we decompose shifts in the non-production
share of employment and the wagebill into within- and between-industry shifts in

order to examine the importance of demand shift explanations. Then, in section
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111, we examine the causes of changes in the non-production shares within four digit

industries by applying regression analysis to cross- sectional variation in changes in

these shares.

I1. Industry-Sector Decomposition

A. Within/Between Decompositions

We would expect that some of the forces mentioned above (e.g., the military
build-up or international trade) would work by shifting the derived demand for labor
across industries, while others (e.g., biased technological change) would shift the skill
composition of labor demand within each industry. It is thus useful to decompose
the change in the non-production fraction of total employment and the wagebill into
shifts that occur within and those that occur between narrowly defined industries.
We focus on workers employed in operating establishments because the detailed
industry information is only available for them. Since our interest, ultimately, is in

understanding the way goods are produced, this is not a serious limitation.

A standard way of decomposing a change in an aggregate proportion into a
term reflecting reallocation of employment between industries and another reflecting

changes of proportions within industries is as follows:

AP, =% AS,’FW + 5 APnl.gi (1)

for: = 1 ... N industries. P, = %"l—' is the proportion of non-production
labor in industry i. S; = EE"—, is the share of employment in industry i. The first
term on the right reports the change in the aggregate proportion of non-production
workers attributable to shifts in employment shares between industries with different
proportions of non-production workers. The second term reports the change in the
aggregate proportion attributable to changes in the proportion of non-production
workers within each industry. A bar over a term denotes a mean over time. A
similar calculation is possible using non-production workers’ share in the wagebill

rather than employment. ’

7 Such a decomposition “weights” workers by their wages, giving more weight to the indus-
tries that pay well. This procedure is in spirit similar to working in efficiency units, as has

9
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These “between” and “within” terms are reported in Table 6. Here and for
the remainder of the paper, we focus on changes between business cycle peak years,
1959-1973, 1973-1979 and 1979-1987.8. Rates are annualized to make changes
comparable across time periods. Table 6 shows that both in terms of employment
and in terms of the wagebill, the move towards non-production labor accelerated
over time. Looking first at employment, we see that the shift away from production
workers rose from a rate of .069 percentage points per year in 1959-73 to .299 in
1973-79 to .552 in 1979-87, as observed in Figure 1. While the acceleration 1s evi-
dent in both between-industry and within-industry components, the within-industry
component dominates the between in each period. This finding is consistent with
biased technological change playing a dominant role in explaining the move away
from production labor but not factors that shift product demand such as trade or

the defense buildup playing a dominant role.

The same patterns emerge for wagebill shares: a trend increase in non-production
labor’s share which accelerates in the final period. One difference worth noting is
that during the 1979-1987 period between-industry shifts play a relatively larger
role in the wage-bill decomposition. This is evidence not only that industrial em-
ployment was shifting towards non-production labor intensive industries, but also
that it was shifting towards industries that use relatively highly paid and presum-
ably highly skilled labor.

Splitting both the 1973-1979 and 1979-1987 periods into subperiods demon-
strates that a disproportionate share of both the within- and between-industry shifts
occur between the peak and the trough of the business cycle. For example, roughly
70 percent of the within-industry and over 80 percent of the between-industry shifts
in both P, and S, that occurred between 1979 and 1987 did so between 1979 and
1982. Patterns for the 1973-1979 period were even more striking, with more than
100 percent of the action occurring between 1973 and 1975. Though unrelated to

been done by others. The one catch is that calculating labor in efficiency units requires
weighing by a constant set of wages—something that we have not tried to do. Those work-

ing with efficiency units have generally had more complete data on skills (e.g., educational
attainment.)

We chose 1987 rather than 1989 for a number of reasons. Since 1987 is a census year, the

data should be more reliable. Also, the most recent year available for much of the other data
we use is 1987

10
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our research on trends in demand for skilled labor, this is an interesting finding:
production worker-intensive industries suffer more during downturns, and all indus-
tries tend to use downturns to carry out long term adjustments in the skill mix of

their work forces.

Using information on imports, exports and defense shipments by industry, it
is possible to further decompose both within- and between-industry changes into
“sectors,” where the “sectors” of interest are imports, exports and defense procure-
ments. Our goal is to estimate the extent to which both demand shifts due to

increases in trade and defense procurements can explain the relative increase in the

use of non-production workers.

The source of import and export data is the NBER Trade-Immigration-Labor
Market data set. It is an extension of the Bureau of Labor Statistics Trade Mon-
itoring System data set for 1972-1981, based on official trade statistics [Abowd
(1991)].° Export and import data are available for 432 of 450 industries represent-
ing 98 percent of manufacturing output. We imputed 0’s where import and export
values were missing.!® Shipments to the Department of Defense are taken from the
Bureau of the Census publication, The Survey of Manufacturers’ Shipments to the
Federal Government. This is a sample of manufacturing plants conducted occasion-
ally in the ASM framework. Sampling is conducted in approximately 70 four-digit
industries engaged heavily in contracting for the Federal Government [U.S. Bureau
of the Census (1981, 1991).] The Census estimates that the surveyed industries

account for the vast bulk of total shipments to the government.!!

Employment in industry ¢ can be allocated into three final use components:

1984 is the last year for which the NBER trade data exist. Changes in the classification of
imports after this date have made it hard to update this data any further. In our tabulations,
we extrapolated the data through 1987. In particular, we estimated 1987 imports as a fraction
of shipments in an industry as 8/5 x (i/y1984 — i/y1979) + i/y1979. Similar extrapolations
were done for exports. To check that our results for the decompositions were not unduly
influenced by these imputations, we redid the calculations for the 1979-1984 period and

obtained results very similar to those reported in Table 7.

10 We experimented with eliminating the 18 industries with missing data on imports and ex-

ports. Doing so made no qualitative differences to our conclusion.

11 Ope problem with these data is that subcontracts to the department of defense, representing
roughly one third of all procurements, are not separately identified. As a result, such sub-
contracts are double counted, resulting in an overestimate of total defense procurements by
about 30 percent. :

11
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exports, defense, and domestic civilian production.

E;=EX +EP 4+ EPC (2)

The employment attributable to domestic civilian consumption (as opposed to pro-
duction) in the home economy can be written as the sum of domestic civilian pro-

duction and import components

Ef =EP° + EY (3)

where the final term represents the employment that would be required to produce
imported goods domestically. (The term, EF, is analogous to “C” in the national

accounts. It includes employment displaced by imports consumed domestically.)

Substitution yields

E;=Ef -EM + EP + EY (4)

That is, employment is attributed to exports, defense and domestic civilian con-
sumption, less that portion of employment due to domestic civilian consumption
which is employed abroad producing imports. Assuming that employment and
non-production employment in each sector of an industry are allocated in the
same proportions as output in the sector, we use industry-specific data on ship-
ments of import, export and defense goods to estimate each of the components
of equation (4). Specifically, we estimate EX as E; x (ezports;/output;), EM as
E; x (imports; /output;) and EP as E;x (defense output;/output;).'? Ef is defined
as the residual. Similarly, the sum of non-production workers in industry ¢ can be

divided into sectors as

E.,=EX -EM+ED + ES (5)

Employment shares for each industry in total employment can be expressed as

12 Data on employment in defense production is actually available in slightly more detail. It
allows EP = EI.E;, (defense shipments;, /output;,) where k indexes plants in industry i.

12
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S;=SX+SM+5P +5¢ (6)

where §7 = E/ /E for J = (X, D,C), SM = —EM/E is defined as negative and E

represents total employment in manufacturing (i.e., E = Z;E;).

We can further decompose the between term in equation (1) into sectors by
substituting (6) into (1).

.EiASi—pn.' =EiASiX-Pn.‘ + 2I'A‘S'iﬂ'lr-P_n.' + E,‘ASP_P-,“ + EiAS?—Pm (7)

508X (P, = PC) + Si0SM (Pr, — PC) + DiASP (P, — Py)

+ zuAS;C(_I_Dn. —_PS)

In this accounting exercise we measure reallocations to each sector of each industry
relative to a residual pool of labor in sector C with proportion of non-production
workers ?S (—P_S = Eg:fgl;"—) Equation (7) approximates a more accurate de-
composition that would be possible if P,;].. rather than P,, were available for each

industry-sector term.!?

Within industry changes in the aggregate Pp can also be decomposed into

sectors.

S.AP,S: = TiAPS) + TibPLSE + $iAP, 5P + SiAP,SE (8)
— £(AP,, — APS)SY 4+ 5i(AP,, — APSYSY + Ei(AP,, — APS)3P)
+ Ti(AP,, — APC)S] + APS

13 Qur calculations ignore the indirect effects of trade on the composition of employment. Given
that much of industrial production serves as intermediate inputs for other industries, the
effects of “trade” percolate to supplying industries as well. For example, automobile imports
lower the demand not just for domestically produced automobiles, but also for domestically
produced steel. Our calculation ignores these effects. A procedure that uses the I-O tables
to “pass” some of these effects through might be appropriate, but it cannot be done at the
4-digit level. Studies that have looked at these indirect effects have usually found them
important though not as important as the direct effects, though such studies have focused
on total employment rather than the composition of employment [Dickens, 1988].

13
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Equation (9) is designed to measure contributions of each sector to the overall
within-industry increase in AP,. Each industry-sector term (AP, — APE) ?,J in
this decomposition expresses the contribution of AP, in sector J of industry z to
the general increase in the aggregate P,. Industry-sectors with faster than average
skill upgrading have positive contributions, while those with slower than average
upgrading have negative contributions. The assumption used in this form is that if
—5;7 had been different, employment would have been allocated to (or from) a use
with APS (APS = -E'—-i?%fi’-), the average for the domestic consumption sector.
We sum these terms over all industries for each sector to measure the contribution
of a sector to the within-industry variation. The fourth summation in equation (9),

(AP, - AP,?)—S_,»C, is equal to zero.!*

It is possible to decompose changes in non-production workers’ share in the
total wagebill analogously. Regardless of whether we are dealing with changes
in non-production workers’ share in employment or in the wagebill, we have 450
industries and four sectors, so equations (7) and (8) contain 1,800 terms each, while
equation (9) contains 1,801. We confine our interest to the eight sectoral sums,

given in Table 7.

Breaking the “between” industry component down by sectors in the 1979-87
period, we see that for employment (column 1) the largest sectoral increase is in
defense, which accounts for 0.072 percentage points. Imports and exports together
account for 0.048 points, and the domestic consumption sector (the residual) ac-
counts for 0.044 points. Surprisingly, perhaps, the role of trade in shifting employ-

ment away from production labor-intensive industries is small.

The wagebill decompositions show similar patterns, though here the tabula-
tions show imports actually lowering the non-production workers’ share during the
1979-1987 period. The opposite signs of the effect of increased imports on em-
ployment and wagebill proportions of non-production labor can be explained as
follows: During the 1980s imports were displacing workers in both “low tech” (e.g.,

apparel) and “high tech” (e.g., electronics) industries. The displacement of workers

14 Again, it is worth noting that Both (8) and (9) only approximate a more accurate decomposi-
tion that would be possible if AP,;". rather than A P,; were available for each industry-sector
term.
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in “low tech” industries works to raise the non-production share of the remaining
work force, while the displacement of workers in “high tech” industries has the
reverse effect. The employment decompositions put relatively more weight on the

former industries, while the wagebill decompositions put relatively more weight on
the latter.

Turning to the “within” industry component of AP, in the 1979-87 period,
the second column indicates the contributions of each sector to within-industry
skill upgrading. The small positive term for defense indicates that skill upgrading
occurred slightly faster in industries with large defense sectors than in the domestic
consumption sector. The same is true for export and import sectors (Recall that S™
is defined as negative. Thus negative import terms imply that skill upgrading was
occurring more rapidly within importing industries.). The main conclusion from
this sectoral analysis is that the skill upgrading within the domestic consumption
sector accounted for almost all of within-industry skill upgrading and indeed for
most of the skill upgrading overall. This conclusion holds for the earlier periods as
well. Most of the change and most of the acceleration in both P, and S, is due to

within industry skill upgrading unrelated to either trade or defense.

Individual industry — sector components of the between terms reported on in
Table 7 illustrate the concentration of skill upgradihg in the defense sector. In
Table 8 we report individual components that contributed over 0.005 points to the
1979-1987 between component of the change in the wagebill share.!> Examining the
individual industry components of the defense sector, we find that two industries
alone account for two-thirds of the 0.101 point annual increase attributed to defense
between in Table 7. These are telecommunications, radio and television (SIC 3662)
and guided missiles and space vehicles (SIC 3761). These industries employ a
disproportionate share of non-production workers and, over the 1980s, shipped a
large and growing share of output to the department of defense. Turning to the most
influential of the import industry terms, a reduction of 0.036 points in S, between
1979 and 1987 can be attributed to increased imports of computers (SIC 3573-3574)
and semiconductors (SIC 3674). Both have high and increasing import/output

15 A table showing industries that contributed large shares to the 1979-1987 change in Pn
contains essentially the same list of industries.
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ratios and high proportions of non-production workers. More conventional imports
are canned fruit and vegetables (SIC 2033), footwear (SIC 3149), and motor vehicles
and passenger car bodies (SIC 3711), each with low proportions of non-production

employment and large increases in imports.

Table 9 lists the 17 industries explaining the largest fraction of the within-
industry change in S,.1% This table reports on where skill upgrading took place.
The industries listed account for more than 25 percent of the aggregate change
in S,. While some of the industries represented are large importers (e.g., semi-
conductors, SIC 3674), others are not (e.g., newspapers, SIC 2711; aircraft, SIC
372; telecommunications, SIC 366). The literature on the semi-conductor industries
emphasizes outsourcing as well as technological change as important in explaining
the loss of production jobs. What is striking is how many of the industries listed
in Table 9 are known to have introduced major innovations over the last decade or
so. For example, the literature on the printing and aircraft industries emphasizes
process innovations, and the literature on the electronics industry emphasizes both
process and product innovations. The BLS case studies [U.S. Department of Labor,
1982a, 1982b, 1986] which mention these industries include extensive discussions of

production labor-saving innovations affecting these industries.
C. The Impact of Trade and the Defense Buildup

What does all of this imply about the impact of changes in trade and the
defense buildup on skill upgrading within manufacturing industries? It is useful to
think about effects that work across industries versus those that might work within-
industries. Within manufacturing, defense procurements and exports tend to be
concentrated in industries that are intensive in non-production labor (e.g., aircraft),
while imports have typically been concentrated in industries that are intensive in
production labor (e.g., apparel). Thus we should expect that changes in the amount
or kinds of goods we import or export or changes in the value of defense department
procurements would tend to shift production across industries and as a result would
change the composition of employment. The between-industry components in Table
7 are meant to pick up these effects. Implicitly we are assuming that imports,

exports and shipments to the defense department do not affect domestic demand so

16 A comparable table for employment shows a very similar list of industries.
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that a dollars’ worth of imports displaces exactly a dollars’ worth of domestically
produced goods.}? '

It also seems possible that either the defense buildup or trade could be partly
responsible for the within-industry shifts that we observe. To the extent that,
within an industry, defense department production tends to be nbn—production labor
intensive (as would be the case if the production of fighter aircraft required relatively
more technicians than the production of passenger planes), increases in defense
department procurements as a fraction of total industry output would work to
raise the non-production employment share. Similar effects could be true for either
imports or exports. While we believe that these effects may be important for some
industries, a number of considerations lead us to suspect that it cannot account for
the bulk of the observed, within-industry, skill upgrading. First, Table 7 shows that
while skill upgrading was occurring a bit more rapidly both in defense intensive and
import intensive industries than it was in the residual sector, these effects are small.
Furthermore, changes in defense’s share in industry employment and the import to
domestic production ratio’s are only mildly correlated with changes in the non-
production workers’ share of employment or the wagebill. The correlation between
changes in the defense share of employment and changes in the non-production
workers’ share in employment and the wagebill are 0.17 and 0.09 respectively. While
these correlations are not trivial in magnitude, they imply that the defense buildup
can account for only 7.7 percent of the shift in the employment share and 4.5 percent
of the shift in the wagebill share.!® The correlation between changes in the import

to shipment ratio and changes in the non-production share in either employment

17 These assumptions seem reasonable when considering exports and shipments to the defense
department, but could easily be questioned when considering imports. One way to check the
assumption is to compare the effect of trade on employment obtained using our accounting
methods to that obtained using model-based approaches. Revenga [1992] estimates that
between 1980 and 1985 imports reduced employment by between 4.5 and 7.5 percent in 38
trade-sensitive industries. Using the numbers reported by Revenga, but accounting methods,
we estimate that imports reduced employment by 5.9 percent — a number in the middle of
the range of Revenga's preferred estimates. Thus, at least in this instance, model-based and
accounting-based estimates seem to lead to quite similar conclusions.

18 These fractions are calculated by regressing the change in non-production workers’ share of

employment or the wagebill on the change in the share of employment working on defense
contracts. The share of upgrading accounted for is then the regression coefficient times the
mean of the explanatory variable over the mean of the dependent variable. Equivalently, one
can write the share as pyz X (Sy/Sz) x (Z/9)-
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or the wagebill are also quite small - 0.19 and 0.01, respectively. These numbers
imply that imports can account for 5 percent of the shift in the employment share

and less than one percent of the shift in the wagebill share.

One needs to be a bit careful in interpreting the small import share correlations.
The fact that the correlations are close to zero shows that skill upgrading is occurring
no more rapidly in import intensive industries than in other industries. However,
suppose that the industries that manage to lower costs through production labor
saving technological change are the ones that manage to stave off imports. In this
case, one might find less skill upgrading in industries that showed large increases in
imports than in industries that did not. However, it would be wrong to infer that
imports contributed negligibly to skill upgrading. What this story implies is that

import substitution is not the only factor accounting for the within industry shifts.

A simple calculation suggests that imports can not be responsible for the bulk
of the changes we observe. Assuming that imports displace production but not non-
production labor and that imports embody the same amount of production labor as
do domestically produced goods in the same industry, but no non-production labor,
we can calculate for each industry the number of production workers displaced by
the growth of imports between 1979 and 1987 as A(imports/total shipments) x
production employment. These calculations suggest that had imports been at their
1979 level in 1987, the employment of production workers would have been 4 percent
higher, and translates into a 0.57 percentage point increase in their share in total
employment. Since the production workers share had dropped 3.10 percentage
points between 1979 and 1987, this calculation attributes 18 percent of the total
within industry decline directly to increased imports '° Assuming that imports
embody twice as much production labor but the same amount of non-production

labor as domestically produced goods in the same industry gives similar results of

somewhat smaller magnitude.

The calculations above should be seen as crude upper bounds on the within-
industry affect of imports. In most cases, the assumption that the labor embodied
in imports is similar in magnitude and composition to the labor embodied in do-

mestically produced goods in the same industry seems quite natural. Thus, for

19 A similar calculation using wage bill rather than employment shares gives very similar results.
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example, were imported automobiles or TVs made in the U.S. they would require

roughly the same amount labor as do the automobiles and TVs currently produced

in the U.S.

There is one instance in which it may be natural to assume the imports into
an industry are more labor intensive than domestically produced goods in the same
industry. To the extent that domestic firms outsource production overseas, it is
likely that the outsourced parts are unskilled labor intensive. Again, some simple
calculations are possible which suggest that outsourcing cannot be responsible for
the bulk of the changes we observe. The 1987 Census of Manufacturing included a
direct question regarding the purchase by establishments of foreign materials. These
data show that in 1987 the total cost of material purchased by establishments from
foreign sources was 104 billion dollars, or 8 percent of all materials purchased and 30
percent of all imported manufactured goods. Foreign materials purchased include
substitutes for domestically produced materials as well as substitutes for products
that would have been produced within the purchasing establishment’s own industry.
While we know of no reliable way to distinguish uses for the material purchased from
foreign sources, we note that census data show that only a small fraction (< 10
percent) of purchased materials come from an establishment’s own industry.2® This
fact suggests that only a small fraction of foreign materials purchased represent

outsourcing (as they do not replace domestic production in the same industry).

As before, in our calculation we assume that imported materials displace pro-
duction but not non-production labor. In particular we assume that imported ma-
terials embody the same amount of production labor as do domestically produced
goods in the same industry, but no non-production labor. Thus, for each industry,
we calculate that the number of production workers displaced by outsourcing as of
1987 as (imported materials/total shipments) x production employment. These
calculations suggest that the employment of production workers would have been
2.8 percent higher in 1987 had there been no outsourcing. This translates into a
0.76 percentage point increase in production workers’ share in total employment.

Within industry, production workers’ share had dropped 4.22 percentage points be-

20 Data drawn from the materials files of the 1987 Census of manufacturing shows that 2 percent
of materials purchased originate in the same four-digit industry as purchased the material.
7 percent originate in the same three-digit industry.
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tween 1973 and 1987. Thus, this calculation would suggest that outsourcing could
directly account for 16 percent of the decline in the production worker share of

employment that occurred over this time period.?!

While we expect that only a fraction of the materials that an establishment pur-
chases from foreign sources will represent outsourcing, the Census category misses
one dimension of outsourcing. The census instructions state that “items partially
fabricated abroad which reenter the country” should not be included as “foreign
materials.” Such items would normally enter the country under items 806 and 807,
schedule 8 of the Tariff Schedule of the United States. In 1987 the value of such
items totaled a not insignificant 68.6 billion dollars. However, the automobile indus-
try that accounted for only 3 percent of total skill upgrading accounted for roughly
two-thirds of such imports. Eliminating both the auto industry and domestic con-
tent of such items reduces the 68.6 billion to 14.0 billion or roughly 0.5 percent of
the value of manufacturing shipments that year—too small a quantity to matter

very much [U.S. International Trade Commission, 1988].

Outsourcing may be important in some industries. For example, as of 1987,
806 and 807 imports represented 57 percent of imports in the auto industry and 44
percent of imports of semiconductors. A calculation similar to the one done above
suggests that these imports are sufficient to account for more than 100 percent of
the shift away from production workers that occurred in the auto industry and
one-third of the shift that occurred in semiconductors.?? However, the point is that
foreign outsourcing is concentrated enough in specific industries that it is hard to
imagine that it can account for anything more than a small fraction of the total,

within-industry shift away from production labor.

These estimates are clearly crude. On-the one hand, not all foreign materials
represent outsourcing. On the other, it is not at all clear either that no non-
production labor is embodied in imported materials or that the production labor
implicitly embodied in foreign imports is similar in magnitude to the labor embodied

in domestically produced goods in the same industry. Still, these calculations would

21 A similar calculation using wagebill rather than employment shares gives very similar results.

22 Figures on the overseas production of semiconductors [U.S. International Trade Commission,
1982) are in line with these calculations
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seem to suggest that while outsourcing might be important for some industries
it cannot account for the bulk of the skill upgrading that has occurred within

manufacturing over the last two decades.

III. Cross Sectional Comparisons
A. A Cost Function Framework

To further explore factors that might explain within-industry changes in non-
production labor’s share in employment or the wagebill it is natural to turn to a
regression format. It is possible to put much of what we do into a cost function
framework. We begin by assuming that over the time horizons we are working with
(i.e. 6 or more years) capital can treated as a fixed factor but that both production
and non-production labor should be treated as variable. Assuming that the variable

cost function has a translog form we can write it as

In(CV) =ag + ayin(Y) + Siailn(W;) + Bln(K)+ (10)
SyyyIn(Y)? + 55,5 7i;in(Wi)In(W;) + .561n(K)?
iy In(Y)In(W;) + Zipiln(W:)In(K)
7 In(Y)Iin(K) + ¢it + .5¢put”
by tin(Y) + Zidaw; tIn(W;) + dexctin(K)

Where CV represents variable costs, Y is value added, the W's represent unit costs
of the variable factors and K represents capital. The coefficients on ¢ represent

technological change.

Cost minimization implies share equations of the form

Si = ai + py,[n(Y) + Z;%i;In(W;) + piln(K) + $ewit (11)

Differencing yields

dS; = ¢uw;dt + py,din(Y) + Z;7i;dIn(W;) + pidin(K) (12)
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Homogeneity of degree one in prices implies

T = 257 = Bipi = Lidw, =0 (13)

With two variable factors this gives equations of the form

dS; = ¢idt + vdin(W;/W;) + pidin(K) + py,din(Y) (14)

Constant returns to scale implies py; = —p;. Imposing this restriction, and assuming

that neither 4 nor p vary across industries gives estimating equations of the form:

S,y = Bo + Brdln(Wap, [Wy,) + Badin(K ;[ Y7) +¢; (15)

where np and p indicate non-production and production labor respectively and j
indexes industry. 8; will be positive or negative according to whether the elasticity
of substitution between production and non-production labor is below or above 1.
Capital-skill complimentarily implies that f; > 0, o is a measure of the cross-
industry average bias in technological change while B, + ¢; represents the industry-

specific bias. The equation for dSp; is redundant.

A few remarks are worth making about the specification before turning to
the actual estimates. First, while Y represents value added, in the empirical work
we use shipments instead. Our reason for doing so is entirely pragmatic. Good
price deflators for materials do not exist at the four-digit level. This makes it
impossible to construct reliable real value added measures. As an alternative, we
tried explicitly including materials as a third-variable factor. The estimates of the
elasticity of substitution between materials and non-production labor was almost
exactly the same as the elasticity between materials and production labor. The
implication of these estimates is that while changes in the price of materials might
cause substitution towards or away from labor, such changes will not affect the
relative utilization of production and non-production labor.?® Second, while it may

be plausible to treat capital and output as exogenous, it is not plausible to treat

23 Distinguishing between energy and non-energy materials produced similar results.
g g g g
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relative wages as exogenous. In fact, it is not at all clear that there is any useful
exogenous cross sectional variation in relative wages. While some of the variation
that does exist may have to do with the different skill mixes of the labor employed
by different industries, some of it probably involves within sector skill upgrading.
In other words, price changes are confounded with quality changes. Furthermore,
given the definitional relationship between our dependent variable, changes in the
non-production workers’ share in the wagebill, and our wage measures estimates
will suffer from a version of division bias. However on the assumption that, to first
approximation, the price of quality adjusted production and non-production labor
does not vary across industries din(Wp; /Wy,) will be a constant. Thus ignoring

relative wages, as we do, will affect the constant term in our equations but nothing

else.

Various features of the ASM introduce noise in the time series behavior of
the data. In particular, the fact that the sample is redrawn every five years tends
to introduce jumps in the series at five year intervals. There is also a tendency
for firms to migrate from one industry to another (see Siegel and Griliches, 1992).
Initial inspection of the data indicated that most of the large jumps occur in small
industries. A natural way to minimize the impact of these small industries is to
weight by some measure of industry size. We chose to weight by the industry’s
chare in total manufacturing payroll averaged over 1959 and 1973 for the 1959-
1973 change, 1973 and 1979 for the 1973-1979 change, and over 1979 and 1987 for
the 1979-1987 change. Doing so implies that our dependent variable aggregates to

the within-industry changes used in the decompositions reported in Tables 6 and
7_24

24 We have experimented with alternative dependent variables—the change in non-production
workers’ share in total employment and the change in the log of the ratio of non-production
to production worker employment. Results using these alternative dependent variables are
very similar to those reported here. We have also experimented with a number of alternative
samples. We tried eliminating the 57 industries whose fourth digit was a 9. There are a
variety of reasons to be more suspicious of the data in these ‘nec’ industries than in others.
These industries are the ones most likely to have firms migrate in and out of them. Also,
to the extent that we match data from other sources with this ASM data set, these matches
are often not possible for four-digit industries that end in 9. We also tried eliminating the
four-digit computer industry (SIC 3573). The computer industry shows growth in output
unmatched by any growth in inputs. One plausible explanation for this phenomenon is that
input and output deflators have not been correctly matched. In both cases, results for the
smaller samples were very similar to the results we report.
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Table 10 reports summary statistics for the three subperiods. The means re-
produce what we have seen already. The annual growth in the share of wages going
to non-production labor rose from 0.07 percentage points per year during the 1960s
to 0.21 percentage points per year during the 1970s and to 0.47 percentage points
per year during the 1980s. The growth of output dropped from 3.9 percent per year
during the 1960s to 1.7 percent per year in the 1980s, while capital accumulation
dropped from 4.2 percent per year in the 1960s to 2.8 percent per year in the 1980s.
During the 1960s, output grew at almost the same rate as did capital. As a result,
capital intensity grew only slowly (0.3 percent per year). In contrast, during the
1980s, capital was growing more than 1 percent per year faster than output. Dis-
tinguishing between plant and equipment, we see that for each of the three time
periods, equipment grew more rapidly than plant. In fact, plant grew more slowly

than output, implying that plant intensity (i.e., plant/output) dropped over the
period.

Table 11 shows the share equation (15) estimated for the 1979-1987 period.
The first specification includes d In(K/Y’), while the second includes d In(E/Y)
and d In(P/Y) separately. The last two columns repeat the first two but include
d In(Y') as an extra covariate. A quick way to see how much of the skill upgrading
these variables explain is to compare the constant term in each equation to the mean
change in d Sn over the period, 0.468. In the first specification, d In(K/Y') picks
up a significant positive coefficient consistent with capital skill complementarity,
but this effect explains a little less than 10 percent of the change in d S,, over the
period. When plant and equipment are included as separate variables, it is the
equipment variable that picks up a significant positive coefficient. When a separate
coefficient on output is allowed it is always positive, but smaller than that on capital
or equipment. The implication is that, holding capital intensity (K/Y") fixed, output
growth is positively correlated with the growth in non-production labor’s share,
while holding capital constant (K), output is negatively correlated with the growth
in non-production labor’s share. There are a number of possible interpretations of |
these results. In the short run, with the capital stock constant, drops in output
could be expected to disproportionately affect production workers. In the long run,
holding capital intensity constant, increases in output could reflect technological

change. The positive coefficient then might be interpreted as an indication that
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technological change was production labor saving. Together d In(K/Y) and d In(Y")

explain about 25 percent of the increase in demand for skilled labor.

In Table 12 we combine the three periods, including dummy variables for the
second and third time period. Thus all identification comes from the cross-sectional
variation (of growth rates) in the data. The first of the five specifications includes
only the two time period dummies, the second includes d In(K/Y') as well, the third
separates d In(P/Y) and d In(E/Y’) entered separately, while the 4th and 5th repeat
the third and fourth but include output separately. The first column reproduces
the now familiar result that the change in wage bill share of non-production labor
is higher in the second than in the first period, and even higher in the third (the
acceleration). When the plant and equipment intensity variables are included they
explain about 10 percent of the accelerated move away from non-production labor,
but when d In(Y) is added, the capital and output variables together explain none
of the acceleration. While capital intensity was growing more rapidly in the 1980s

than it was in the 1960s, output was growing more slowly.

To what extent can we attribute the acceleration of the trend away from pro-
duction labor to the severity of the 1980s recession? If it was the recession that
drove the shift in the composition of labor we might expect that industries that
were hit harder by the recession would tend to be the ones that showed the biggest
shift away from production labor. In fact the weighted correlation between d S, and
d In(Y) is small but positive in each of the three periods ranging from a maximum

of 0.06 for the 1973-1979 period to a minimum of 0.02 for the 1979-1987 period.

To summarize, while our evidence does suggest capital-skill complimentarily
in general and equipment skill complimentarily in particular, capital accumulation
seems capable of explaining only a fraction of observed skill upgrading. Within
our framework, shifts away from production and towards non-production labor not
explainable by measured factors can be interpreted as representing biased techno-
logical change. While this is not the only possible explanation for these results, we
have seen that the most plausible alternative explanation - foreign outsourcing -
does not seem capable of explain the bulk of the observed change. While our find-
ing that technological change has been production labor-saving is consistent with

much of the recent literature on the effect of the computer revolution on production
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technology, it would be nice to find more direct evidence for this interpretation.
B. Indicators of Technological Change

Perhaps the most natural approach would be to include a measure of the growth
in total factor productivity in our regressions. In fact, at the two digit level the
:ndustries that show substantial productivity growth also show the most skill up-
grading. Yet there are two arguments against including TFP measures in our re-
gressions. Total factor productivity is defined as the growth of output minus the
share weighted growth of inputs d TFP = d In(Y) — Z;5:X;. Thus there is a
definitional relationship between our capital intensity variable and d TFP, so any
errors in one are likely to be correlated with the other. Furthermore, it is not re-
ally possible to calculate accurate TFP measures from the four-digit ASM data.
Recall that the data do not include the central office personnel, nor do the payroll
data represent full labor costs. Thus, the labor share we would calculate would

substantially underestimate labor’s actual share.

As an alternative to TFP we include in our regressions variables that are plausi-
bly correlated with productivity growth: investment in computers and research and
development expenditures. In 1977, 1982 and 1987 the census of manufactures in-
cluded a question on investment in computers. We have included in our regressions
several measures based on these data, computer investments in 1977, 1982 and 1987
as a share of total investments in each year and the change in this share between
1977 and 1987. While ideally we would like to have a measure of the change in the
total stock of computers, such a measure cannot really be derived from investment
data at only three points of time. On the other hand, under the assumption that
what varies across industries is the adaptability of different technologies to com-
puterization, the cross sectional variation in the increase in computer investment

should proxy for the variation in computer capital stock.

Table 13 reports weighted means and first-order correlations between com-
puter investments variables. The data show investments rising dramatically over
this period of time. Not surprisingly, the three computer investment variables are
reasonably highly correlated with each other. They are also reasonably highly corre-
lated with the change between 1979 and 1987 in the non-production workers’ share

in the wage bill, d S, the correlation being higher for the more recent investment
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Table 14 shows the result of including each of the computer investment vari-
ables, one at a time, in our basic set of regressions. Regardless of specification,
these computer investment variables are highly statistically significant. They are
also quantitatively large. In 1982 the average share of computers in total invest-
ments was 0.039. Using the estimated coefficient from the second column in Table
14, we multiply this .039 by .031 to get 0.0012—26 percent of the average change
over the 1979-1987 period in the non-production workers’ share in the wagebill.
Using the 1987 numbers we get 0.0024, or 52 percent of the average change.?® In
the fourth column of Table 14 we include both 1977 and 1987 variables. In this
specification the coefficient on the 1977 variable is small and statistically insignifi-
cant while the 1987 variable picks up a coefficient very similar to the one it picked
up when it was the only computer investment variable included in the regression.
An alternative parameterization includes the 1977 and the 1977-1987 change in
the same equation. In this parameterization, both variables pick up significant
coefficients—both the level of computer investments towards the end of the 1970s
and the acceleration over the next decade seem to matter.?” Thus, invesiments in
computers alone would seem to account for between one-quarter and one-half of the

within-indusiry move away from production labor that occurred over the 1980s.

While these results are striking, their interpretation is not clear cut. The re-
lationship between computer investment and the non-production share could be
mechanical rather than causal. Suppose that it is non-production workers who typ-
ically use computers. A rise in the non-production workers’ share in total employ-
ment might then increase the share of computers in total investments in the same

way that it would increase the share of desks in total investments. One check on this

25 Not all industries reported computer investments. Of our 450 industries, 169 failed to report
any computer investments in 1977, as did 45 in 1982 and 35 in 1987. In the results reported we
have treated these missing values as 0’s. Correlations based on pairwise complete observations
are very similar to those reported.

26 We experimented with including missing data dummies in these regressions. Doing so hardly

alters the results. The coefficients on these dummies are uniformly small in magnitude and
statistically insignificant. These results are consistent with our presumption that unreported
implied small.

27 The coefficients on the two variables were 0.024 (0.008) and 0.031 (0.006) respectively.
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possibility is to regress the change in the log of production and non-production em-
ployment on the log of capital intensity, the log or output and the share of computers
i1 total investments as of 1987. The coefficient on the computer variable is —0.20
(0.18) in the non-production worker equation and —0.45 (0.17) in the production
worker equation. These estimates imply that a one percent increase in the share
of computers in total investments lowers production employment by 0.45 percent
while lowering non-production employment by 0.2 percent. Thus, computers would
seem to be substitutes (not complements) for both production and non-production

labor, but with the larger effect on production labor.

We were also worried that what was happening might be that the industries
that were mnovating and moving away from production labor in the long run also
happened to be the industries that invested in computers. As a check on the in-
terpretation of the computer investment variable, we tried including the computer
variables in regressions for the earlier time periods. In results not reported we
found that even in the earlier periods, computer variables do pick up significant
coefficients, though, interestingly enough, the 1977 rather than the 1987 investment
variable tends to pick up the largest effect. While it would be possible to interpret
ihe results from the 1973-1979 period as actually having something to do with the
computer investments, it is hard to do this for the 1959-1973 period. When both
the 1977 level and the 1977-1987 change are included in such regressions, we find
that the level variable picks up comparable coefficients in the three periods, but that
the coefficients on the change variable are both small and statistically insignificant
in the earlier periods. This suggests that the level of computer investment in 1977
may reflect more permanent differences across industries while the industry-specific
change in investment reflects technological changes that were occurring in those
industries during the 1980s.

We also experimented with another productivity indicator—R&D expendi-
tures by three-digit SIC available in 1974. These data were originally assembled
by Scherer and a complete description of them can be found in his 1984 paper.
Scherer used data from the Federal Trade Commission’s Line of Business Survey to
calculate R&D expenditures by industry. These are referred to by him as R&D by
industry of origin. However, since most innovations are product rather than process

innovations, it is not at all clear that productivity increases will accrue primarily
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to the industries in which the R&D is performed. Scherer then used patent data
to map the R&D expenditures by industry of origin into R&D expenditures by
industry of use. We use both constructs, including in our regressions the estimated

R&D expenditures as a fraction of 1974 shipments in that industry.?

Table 15 reports simple correlations between these R&D measures, comput-
ers as a share of total investment in 1987 and the change in the non-production
workers’ share in the wagebill between 1979 and 1987. While the R&D expendi-
tures variables are based on a single year of data, as long as the relative rankings
of industries did not change much over time, this single year measure can proxy
for the permanent differences in the R&D intensity of industries. As expected, the
correlations between the various technology indicators are all positive, though they
are far from one and the correlation between the R&D by industry of use and the
computer investment variable is remarkably weak. The correlation between each of

the technology indicators and d S, are also all positive and reasonably large.

Results from including the R& D measures in the share equations are reported
in Table 16. Whether we use the data on indusiry of origin or industry of use, the
R&D variables pick up significant coefficients. They suggest that a one percentage
point rise in R&D expenditures increases the annual rate of change in S, by roughly
0.10 percentage points.?® Using the average R&D intensity reported in Table 15, we
calculate that R&D expenditures accelerated the shift away from production labor
by about 0.10 percentage points per year if we use the industry of origin measure
and by about 0.05 percentage points if we use the industry of use measure. Columns
(4) and (5) include both the computer and each of the R&D measures in the same
equations. In each case, both variables pick up significant coefficients and together

they account for roughly 50 percent of the move away from production labor.

We tried entering the R&D variables into regressions done on the earlier time

28 gcherer actually constructed two measures of R&D by indusiry of use. To construct the
measure we use, Scherer used the patent data to proportionately allocate R& D expenditures
by industry of origin to industry of use. In the second measure, Scherer tried to capture
the public goods nature of inventions. This second measure performed relatively poorly for
Scherer and has not been included in the tabulations we report.

29 From a theoretical point of view, one might expect that R&D by industry of use should

dominate R&D by industry of origin, however, given the nature of the way the indusiry

of use measure was constructed, it seem plausible that this latter variable contains more
measurement error.
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periods. The relationship between the R&D expenditures and d S, tends to be the
strongest during the 1979-1987 period and weakest in the 1973-1979 period. While
the differences between the estimated coeflicients are not significant, the pattern
is consistent with the pattem of R&D expenditures that occurred over this time
period, with these expenditures being higher in the 1960s and 1980s than they were
in the 1970s.

The results reported above would seem to support the notion that biased tech-
nological change has been an important contributor to within-industry skill upgrad-
ing. Regardless of the causal interpretation one attaches to the regressions reported
in Tables 14 and 16, what does seem clear is that within-industry skill upgrading
has been occurring in “high-tech” manufacturing industries. This pattern is quite
clear at the two-digit SIC level. NSF data establish that Chemicals, Machinery,
Electrical Equipment, Transportation Equipment and Professional and Scientific
Instruments (SIC 28, and SIC 35-38) are R&D intensive industries, while BEA
data show Tobacco, Printing, Chemicals, Stone Clay & Glass, Machinery, Electri-
cal Equipment, Professional and Scientific Instruments, and parts of Transportation
Equipment (SIC 21, 27, 28, 35, 36, 38, and 372-379) to be industries heavily in-
vesting in “high tech” equipment (i.e., more that 20 percent of 1987 investment
is “high-tech investment.”) These are the two-digit industries that show the most
dramatic within-industry skill upgrading.

IV. Inside the Black Box

Other researchers have found evidence in favor of complementarity between
educated or skilled labor and technological change, {Welch, 1970; Bartel and Licht-
enberg, 1987; Mincer, 1989; Lillard and Tan, 1986; and Gill, 1990]. However, on the
whole, these authors have not tried to use cross sectional relationships to explain
the growth of skill differentials over the 1980s.*® Some recent work does explic-
itly examine the extent to which technological change might explain increases in
the demand for skilled labor. Mincer [1991] reports on time series regressions in

which he included both supply and demand measures. Mincer’s estimates imply an

30 Ip fact, there is no reason to believe that patterns that exist across industries at a point in
time should necessarily predict patterns of change within-industry (Mincer [1991] makes the
same point).
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important role for technology in explaining recent increases in the returns to educa-
tion. At the same time, as Mincer acknowledges, the limited information available
in time series raises questions about the robustness of the inferences drawn. In
other work, Berndt, Morrison and Rosenblum [1992] use the Bureau of Economic
Analysis (BEA) data available by two digit industries to examine the impact of
investments in “high tech” capital on the demand for skilled labor. They regress
the non-production share in total employment on a capital intensity measure and a
measure of the share of high tech capital in total capital industry dummies and a
time trend. Their estimates imply both capital-skill complementarity and comple-
mentarity of “high tech” capital and skills.

More qualitative information supports the notion that production labor-saving
technological change has an important role in explaining the decline in produc-
tion workers’ share in wages. Work conducted by the BLS Office of Productivity
and Technology [Mark, 1987] often mentions innovations that have lowered or are
expected to lower production labor requirements.?! The initial report [U.S. Depart-
ment of Labor, 1966] summarizes studies of a large number of industries: “tech-
nological changes will continue to reduce the proportion of jobs involving primarily
physical and manual ability and increase the need for jobs requiring ability to work

with data and information.”

It is striking how often reports on industries that show large shifts away from
production labor mention innovations that are credited with substantially shifting
the composition of labor demand. For example, when describing trends in aerospace
(SIC 372 and 376) Bell [U.S. Department of Labor, 1986] wfites, “New production
methods are reducing requirements for a wide range of production workers while in-
creasing the demand for highly educated and skilled professional and technological
workers.” The report goes on to discuss the introduction of numerically controlled
and computer numerically controlled machines, industrial robots and flexible man-
ufacturing systems. Similarly, when describing trends in Printing and Publishing
(SIC 27) Critchlow [U.S. Department of Labor, 1982b] writes of “electronic com-
position shifting almost all composition and keyboarding to professional and cler-

ical employees, bypassing typesetting employees altogether.” Critchlow also men-

31 A summary of these studies is available from the authors on request.
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tions “bundling and handling machines that drastically reduce labor requirements
within newspaper publishing.” Similarly, the report on the electronics industry
[U.S. Department of Labor, 1982a] mentions a large number of innovations that
have reduced labor requirements, especially on manual tasks. In writing about the
micro-electronics industry in particular, Alic and Harris (1986) report, “Technolog-
:cal advance has contributed to the shift toward skilled and professional jobs in the
United States. Demand for technicians and other non-production workers has risen
with each succeeding generation of more sophisticated (and expensive) fabrication

equipment.”

A 1988 survey of manufacturing technologies also contains useful information
[U.S. Bureau of the Census, 1989b]. The survey of over 10,000 establishments was
designed to be representative of manufacturing establishments classified in SIC 34—
38. The survey questionnaire was designed to obtain reliable measures of prevalence
of selected advanced technologies. Within establishments of 500 or more employ-
ees, 83 percent used computer aided design (CAD) or computer aided engineering
(CAE), 70 percent used numerically controlled or computer numerically controlled
machines, 36 percent used flexible manufacturing cells or systems, 43 percent used
robots etc. Clearly, computer aided technologies are widely diffused within durable
goods manufacturing. Not all of these technologies could be expected to decrease
labor requirements for production workers. For example, CAD/CAE reduces the
demand for draftsmen. Nevertheless, many could reasonably be expected to be
production labor-saving rather than production labor using. Analyzing these data
Dunne and Schmitz (1992) found that non-production worker’s share in total em-
ployment was 2.5 percentage points lower in plants using three or more advanced
technologies than plants using no such technologies. This coefficient implies that
adoption of these “advanced” technologies can explain a substantial fraction of the

move away from production workers that occurred during the 1970s and 1980s.%2

32 Applying Dunne and Schmitz’s reported coefficients on the technology variables (column 1,
Table 6) to the means they report in Table 1 suggest that advanced technologies can explain
a 1.6 percentage point rise in non-production workers’ share in employment. The actual
within-industry rise for SIC 34-38 was 4.2 percentage points for the 1979-1987 period and
5.4 percentage points for the 1973-1987 period. 1.6 is 38 percent of 4.2 and 30 percent of 5.4.
These estimates are actually conservative in the sense that the means used in the calculation
are means across establishments. Means across individuals would show substantially higher
use of advanced technologies, since the correlation between establishment size and technology
use is quite high.
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It seems plausible that not only process innovations but also product inno-
vations have been important in shifting labor demand away from production to
non-production labor. Patent data show that the majority of innovations represent
product, not process innovations. What is more, some of the industries that show
some of the most dramatic shifts in the composition of the work force are those
that have witnessed dramatic product innovations. For example, the move within
the telecommunications industry away from the production of electromechanical
towards the production of microelectronic devices has meant a dramatic drop in

production labor requirements [Stowsky, 1988].

Taken together, evidence from all of these sources on individual technological

innovations supports the notion that most of them were both labor-saving in general

and production labor-saving in particular.

V. Conclusion

Both the quantitative and qualitative information we have assembled argués for
the importance of biased technological change in explaining skill upgrading within
U.S. manufacturing. While both the defense buildup and the changes in the nature
and extent of international trade no doubt had some effect on the composition of
employment within manufacturing, the magnitudes of these effects are not large
enough to explain the bulk of the skill upgrading we observe. Furthermore, the
strong correlation that we find between both R&D and computer investments and

skill upgrading supports the notion that biased technological change is an important
part of the explanation.

It is important to note what these results do and do not imply. Blue collar and
less educated workers ;cxre over-represented in Manufacturing—as of 1987, 23 percent
of those with not more than a high-school education, but only 14 percent of those
with a college education were employed in manufacturing. Thus, developments that
affect manufacturing’s share in total employment will have relatively large effects on
the skill composition of demand for labor. What our results do suggest is that the
bulk of skill upgrading that occurred within manufacturing cannot be attributed
to trade. This is striking for two reasons. First, as Murphy and Welch (1991)

have argued, over 20 percent of the total skill upgrading that occurred over the
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1980s occurred in manufacturing. Second, manufacturing is one of the sectors of
the economy for which trade and foreign outsourcing are important. If trade and
foreign outsourcing are not sufficient to explain the bulk of the skill upgrading that
we observe in manufacturing, 1t seems plausible that trade cannot explain much

skill upgrading in other branches of the economy.

We have argued that skill biased technological change accounts for a large frac-
tion of the skill upgrading we have observed in manufacturing. To some extent
the adoption of new technology may represent a response to increased competi-
tive pressures—competitive pressures that might have increased both because of
a changed regulatory environment and because of increased foreign competition.
Alternatively one might imagine that the changes simply reflect the increased avail-

ability of labor-saving technology. We have not tried to sort out these explanations.

While a detailed analysis of the period before 1959 goes beyond the scope of
this paper [see Delehanty (1968) for a detailed discussion of the 1950’s], it is inter-
esting to put the period we analyze within a somewhat larger historical context.
Though the ASM data that we use go back only to 1958, published ASM, Census of
Manufacturing and the BLS employer survey data go back earlier. All show quite
dramatic shifts away from production labor during the 1950s*% —a decade during
which imports represented a small and stable fraction of manufacturing shipments,
Defense Department procurements as a fraction of shipments actually fell, capital
intensity within manufacturing remained constant, and skill premia as measured
by the college high-school wage differential rose in the face of rising supplies of
college graduates [Becker, 1975; Coleman, 1992; Goldin and Margo, 1992]. While
these trends would seem to support the notion that historically, biased techno-
logical change has been an important source of the outward shift in demand for
educated/skilled labor, they also suggest that we avoid exaggerating the uniqueness

of the computer revolution.

33 For example the Census of Manufacturing shows the share of non-production workers in total

employment rose more than 10 percentage points from 16.6 percent to 27.1 percent between
1947 and 1958.
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Table 1: Occupational Distributions within Manufacturing by Year

1973 1979 1987
White Collar 28.6% 31.9% 37.2%
Manager 27.0 27.0 294
Professional 18.8 19.9 21.5
Technician 8.7 9.0 9.0
Sales Worker 7.3 7.5 8.8
Clerical Worker 38.1 36.6 314
Subtotal 100.0 100.0 100.0
Blue Collar 71.4% 68.1% 62.8%
Craft 24.4 25.7 30.3
Operative 62.3 61.6 57.6
Laborer 9.8 9.5 9.0
Service Worker 3.0 2.8 2.6
Agricultural Labor 0.5 0.5 0.6
Subtotal 100.0 100.0 100.0

Source: CPS, May 1973, Outgoing Rotations, 1979 and 1987.

Table 2: Production, Non-Production and Central Office Employment

1973 1979 1987
Total Non-Production 28.3% 30.9% 35.4%
Percent in Central Offices 17.3% 19.7% 18.4%

Source: Annual Survey of Manufacturing.
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Table 3: Educational Attainment of the Manufacturing Work Force

% High-School

% At Least

1973-1979 1973-1987

Graduates Some College

1973 1979 1987 1973 1979 1987

Managerial and Professional 92.8 949 975 63.5 70.6 77.6

Sales 86.4 859 934 61.0 60.1 69.6

Clerical 84.9 883 920 238 30.2 353

Blue-Collar 529 613 703 9.3 131 168

. Total 64.3 711 79.7 214 265 343
Source: CPS, May 1973, Outgoing Rotations, 1979, 1987.

Table 4: Skill Upgrading Within Manufacturing
Occupation Education

1973-1979 1973-1987

Total 2.50 6.33 4.34 931
White Collar 1.57 4.58 4.27 9.34
Blue Collar 0.77 2.19 2.83 5.58

Within 1.03 291 3.30 6.81

% Within 41% 47% 76% 73%

Source: CPS, May 1973, Outgoing Rotations, 1979 and 1987.

Note: Numbers represent 100 times the increase in predicted log hourly earnings using
either the broad occupational categories listed in Table 1 or single years of education as co-
variates.
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Table 5: Possible Contributors to the Increased Relative Demand for Skilled Labor

Tow 1959 1973 1979 1987

R&D Expenditures as a Fraction of Manufacturing Shipments

Total n 2.6 24 2.2 39
Privately Funded (2] 1.6 0.9 07 1.3
Government Funded {3] 1.1 1.5 1.5 2.6

Share of High Tech Capital in Total Manufacturing Capital Stock

Total (4] 1.0 14 33 6.9
Computing Eq. (5 0.3 0.2 0.5 23
Communications Eq. {6 0.2 03 0.6 22
Scientific Eq. [7] 0.5 0.6 1.3 1.2
Photocopy Eq. (8l 0.0 : 0.3 1.0 1.2

Imports and Exports as a Fraction of Manufacturing Shipments

Exports [9] 4.5 8.4 10.6 10.7

Imports [10] 42 8.2 12.3 173

Defense Department Purchases as a Fraction of Manufacturing Shipments

Purchases {11} 5.9 2.1 2.0 4.2

Sources: Rows 1-3, National Science Foundation (1991) and ASM; Rows 4-8, unpublished tabulations,
Bureau of Economic Analysis; Rows 9-11 National Income and Products Accounts and ASM.



Table 6: Industry/Sector Decompositions of the Rise in the Share
- of Non-production Workers

Employment Wages
Between Within Between Within

1959-1973

—.009 078 —.018 069

_ Total .069 .051
1973-1979

112 187 085 .208

Total 299 293
1979-1987

165 387 306 468

Total 552 174

Note: All calculations have been annualized.
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Table 7: Industry-Sector Decompositions of the Rise in the Share
of Non-production Workers

Employment Wages
Between Within Between Within

1959-1973
Imports 007 -.001 005 .00l
Exports .010  .002 012 .003

Domestic Consumption -.026 -.076 -.035 .067

-009 .078 -.018 .069

Total .069 .051
1973-1979

Imports 001 -006 -.007 -.002

Exports .021.  .007 .028 .004

Domestic Consumption .089 .186 .064  .206

112 .187  .085  .208

Total 299 293
1979-1987

Defense 072  .014  .101 .004

Imports 029 -.002 -.024 -.006

Exports 019 014 035 .0l4

Domestic Consumption .044 361 193 456

165 387 306 468
Total .552 174

Note: A calculation for the defense sector is possible only for the
1979--1987 period. It’s contribution in earlier periods is included in

the domestic consumption term. All calculations have been
annualized.
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Table 8: individual Sector-Industry Cells with Large “Between” Effects, 1979-1987

_ 100 x . Emp?
SIC Industry AS3(S.. - S¢) ASf  Sa, 1979
Defense
3662 Telecommunications, Radio & TV 047 184 623 41.1%
3721 Aircraft 013 077 531 34.9
3728 Aircraft Parts & Equipment, nec .008 069 488 27.9
3761 Guided Missiles & Space Vehicles 025 076 69.0 70.9
_ 100 x R /Y
SIC Industry AS™(S,, — SE) AS Sa, 1979
Imports
3573 Computers -.017 —049 718 7.9%
3674 Semiconductors -.011 -.043 623 30.2
3T Motor Vehicles & Car Bodies 009 —.053 200 22.4
2033 Canned Fruits & Vegetables .006 —-.038 216 5.1
3149 Footwear, except rubber, nec .006 —.048 24.4 105.1
3574 Calculating & Accounting Machines —-.008 -.032 62.1 68.2
_ 100 x ~ XY
SIC Industry ASF(Sa, — S5) ASF Sa, 1979
Ezports
3573 Computers .011 036 718 26.4%
3721 Aircraft 015 .090 53.1 37.1
- 100 x _ R/Y
SIC Industry ASH(S,, — S5) ASf Sa, 1979
Domestic Consumption
2711 Newspaper Publishing 012 .046 635 100.1%
2721 Periodicals .018 .034 88.3 97.9
3312 Blast Furnaces & Steel Mills .035 —.267 235 124.8
3573 Computers .038 107 718 78.7
3662 Telecommunications, Radio & TV 011 043 623 58.2
3674 Semiconductors 021 083 623 100.6
3679 Electronic Components, nec 011 102 47.1 87.7
3721 Aircraft -.019 -.115 53.1 30.7

Note: Industries included for defense, imports or exports if |ASi(Sn, = S)| > 0.005.
Industries included for the residual sector if |AS;(Sa; — S2)l > 0.010.
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Table 9: Top Contributions to within Industry Skill Upgrading

Industry SIC SxAS, AS, S, D/Y Iy X/y C/1

Newspaper Publishing 2711 0017 0.859 635 00 0.1 05 138
Commercial Printing 2752 0.008 0452 33.7 0.0 05 13 5.1
Blast Furnaces & Steel Mills 3312 0.007 0.277 235 00 118 30 19
Farm Machinery & Equipment 3523 0.006 1.011 365 0.0 153 136 3.8
Construction Machinery 3531 0.009 1.061 384 1.0 5.0 351 8.7
Special Industry Machinery, nec 3559 0.006 1.281 49.0 0.0 10.7 24.1 13.2
Computers 3573 0.021 1048 718 28 79 264 23.0
Industrial Machinery, nec 3599 0.007 0.552 31.1 00 10.7 24.1 13.2
Telecommunications: Telephone 3661 0.053 7.020 677 1.6 33 4.6 189
Telecommunications: Radio & TV~ 3662 0.022 0.685 62.3 41.1 9.0 9.7 20.0
Semiconductors 3674 0.010 0.982 623 1.5 30.2 28.1 8.9
Electric Components, nec 3679 0.011 1.037 47.1 35 85 17.3 105
Motor Vehicle Parts & Accessories 3714 0.006 0.205 23.7 0.0 9.6 127 2.8
Aircraft 3721 0.011 0.525 53.1 349 2.7 37.1 15.1
Aircraft Engines & Parts 3724 0.006 0.581 48.6 403 6.0 159 113
Ship Building & Repair 3731 0.006 0.687 299 32.1 00 29 46
Railroad Equipment 3743 0.007 2320 352 0.0 55 5.1 13.2
average 0.001 0445 349 1.7 127 9.1 6.5
weighted average 0468 385 35 81 93 6.3

Note: Industries Included if |S x AS,| > 0.006.

Notes:
¢/i: 100 x computers as a share of total investments as in 1987
x/y: 100 x exports/shipments, as of 1979
i/y: 100 x imports/shipments, as of 1979
d/y: 100 x shipments to the department of defense/total shipments as of 1979
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Table 10: Four Digit SIC Variable Means

1959-1973 1973-1979 1979-1987

d Sy 0.069 0.208 0.468
d In(K) 4.201 3.127 2.807
d In(P) 3.662 1.916 1.361
d In(E) 4670 3.868 3.493
d In(Y) 3.892 2.115 1.694
d In(K/Y) 0.309 1.012 1.113
d In(P/Y) -0.230 -0.200 -0.333
d In(E/Y) 0.778 1.753 1.800

Source: Authors’ tabulations based on the Annual Survey of Manufacturing.
Sample: 450 four-digit manufacturing industries
Notes: Data weighted by average share of industry wage bill in manufacturing.

Variable
d Sn

d In(K)

d In(P)

d In(E)

d In(Y)

d In(K/Y)
d In(P/Y)
d In(E/Y)

Description
100 x the Annual Change in the Non-Production Workers Share in the Wage Bill
100 x the Annual Change in the log of the Capital Stock
100 x Annual Change in the log of Plant
100 x Annual Change in the log of Equipment
100 x Annual Change in the log of Real Output
d In(X) - d In(Y)
d In(P) - d In(Y)
d In(E) - d In(Y)
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Table 11: Changes in the Non-Production Workers’ Share in the Wage Bill, 1979-1987

[Dependent Variable: Annual Change in Non-production Workers’ Share in the Total Wage Bill]

Equation (1) (2) | (3) (4)
d In(K/Y) 0.028 0.064
(0.008) (0.011)
d In(P/Y) -0.019 0.025
(0.011) (0.016)
d In(E/Y) 0.046 0.041
(0.012) (0.012)
d In(Y) 0.035 0.038

(0.008) (0.010)

Constant 0.437 0.378 0.337 0.338
(0.035) (0.041) (0.041) (0.042)

R? 0.028 0.042 0.070 0.072
g 0.711 0.706 0.696 0.696

Source: Authors’ tabulations based on the Annual Survey of Manufacturing.
Sample: 450 four-digit manufacturing industries.

Notes: Equations weighted by average share of industry wage bill in manufacturing.
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Table 12: Changes in the Non-Production Workers’ Share in the Wage Bill,
19591973, 1973-1979, and 1979-1987, Combined
[Dependent Variable: Annual Change in Non-production Workers’ Share in the Total Wage Bill]

Equation (1) 2) (3) 4) (5)
d In(K/Y) 0.014 0.038
(0.003) (0.005)
d 1n(P/Y) -0.022 0.003
(0.006) (0.008)
d In(E/Y) 0.035 0.033
(0.006) (0.006)
d In(Y) 0.027 0.025
(0.004)  (0.005)
1973-1979 0.139 0.129 0.105 0.160 0.150
(0.035)  (0.035)  (0.035)  (0.035)  (0.036)
1979-1986 0.399 0.389 0.361 0.427 0.420
(0.035)  (0.035)  (0.036)  (0.035)  (0.037)
Constant 0.069 0.065 0037  -0.047  -0.052
(0.025)  (0.025)  (0.025)  (0.030)  (0.031)
R? 0.029 0.099 0.113 0.125 0.129
& 0.531 0.528 0.524 0.521 0.520

Source: Authors’ tabulations based on the Annual Survey of Manufacturing.
Sample: 450 four-digit manufacturing industries.
Notes: Equations weighted by average share of industry wage bill in manufacturing.
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Table 13: Computes as a Share of Total Investments

Means Correlations
Equation (1) 2 (3) 4) (5)
C/n 2.79% 0.14 1.00
C/ls 3.92 0.20 0.83 1.00
Cllz 7.49 0.33 0.55 0.71 1.00

dSy  C/Im  Clls  Cllg

Source: Authors’ tabulations based on the Annual Survey of Manufacturing supplemented with
information on computer investments drawn from the Census of Manufacturing.

Sample: 450 four-digit manufacturing industries.

Notes: Equations weighted by average share of industry wage bill in manufacturing. All equations
include d In(P/Y), d In(E/Y) and d In(Y). )
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Table 14: Effect of Computer Investment on the Change in the Non-Production Workers’ Share in
the Wage Bill, 1979-1987

[Dependent Variable: Annual Change in Non-production Workers’ Share in the Total Wage Bill]

Equation (1) (2) (3) 4)
C/1 1977 0.019 -0.002
(0.008) (0.009)
C/1 1982 0.031
(0.009)
C/1 1987 0.032 0.033
(0.005)  (0.006)
R? 0.083 0.095 0.143 0.143
4 0.693 0.688 0.669 0.670

Source: Authors’ tabulations based on the Annual Survey of Manufacturing supplemented with
information on computer investments drawn from the Census of Manufacturing.
Sample: 450 four-digit manufacturing industries.

Notes: Equations weighted by average share of industry wage bill in manufacturing. All equations
include d In(P/Y), d In(E/Y) and d In(Y).
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Table 15: R&D Expenditures in 1974 as a Share of Shipments in 1974

Means Correlations
Equation (1) (2) (3) (4) (5)
dSn 0.40% 1.00
R&D
Industry of Origin 1.07% 0.53 1.00
Industry of Use 0.43 0.20 0.54 1.00
C/lg 7.36 0.57 0.44 0.09 1.00

dSy Origin Use C/Igr

Source: Authors’ tabulations based on the Annual Survey of Manufacturing supplemented with
information on computer investments drawn from the Census of Manufacturing and data
on R&D expenditures kindly provided by Professor Scherer.

Sample: 143 three-digit manufacturing industries.

Notes: Equations weighted by average share of industry wage bill in manufacturing. All equations
include d In(P/Y), d In(E/Y) and d In(Y).
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Table 16: The Impact of R&D Investments on Changes in the Wage Bill
Share of Non-Production Workers, 1979-1987
[Dependent Variable: Annual Change in Non-production Workers’ Share in the Total Wage Bill)

Equation (D )] 3 4) ()
R&D
Industry of Origin 0.095 0.080
(0.022) (0.021)
Industry of Use 0.119 0.122
(0.060) (0.054)
C/ Iz 0.028 0.024 0.028
(0.006) (0.006) (0.006)
R? 0.408 0.346 0.420 0.476 0.440
-4

0.355 0.373 0.351 0.335 0.346

Source: Authors’ tabulations based on the Annual Survey of Manufacturing supplemented with
information on computer investments drawn from the Census of Manufacturing and data
on R&D expenditures kindly provided by Professor Scherer.

Sample: 143 three-digit manufacturing industries.

Notes: Regressions weighted by average share of industry wage bill in manufacturing. All regressions
include d In(P/Y), d In(E/Y) and d [n(Y).
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