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1 INTRODUCTION

! One prominent

Most economists agree that money, in some of its forms, matters.
explanation for the relation between money —here used interchangeably with aggregate
demand— and output fluctuations, is the presence of fixed costs of adjusting prices at the
firm level. Descriptions of the corresponding microeconomic behavior are well known by
now:? firms do not adjust their prices continuously but wait until the departure of their
actual price from its frictionless counterpart — the state — is large enough to justify a
price realignment, thereby starting a new cycle. With some abuse of terminology, models
of this type are known as state-dependent models.

Unlike time-dependent models, where the timing of agents’ price changes is constant for
a given stochastic environment, in state-dependent models the timing of price changes
evolves endogenously. How many firms change their prices in any given time interval
does not only depend on the stochastic mechanism underlying aggregate and idiosyncratic
shocks,® but also on the actual realization of these shocks. It follows that, in order to
describe the dynamic behavior of the aggregate price level, one has to keep track of the
evolution of the cross section distribution of price departures from their optima.*

The importance of the endogenous evolution of this cross section distribution is what
makes state-dependent models hard to work with, but, at the same time, it is the reason
why they can generate realistic and rich dynamic relationships between aggregate demand
and output.® Furthermore, the economy’s “structure” — for us, the stochastic processes
describing aggregate demand and idiosyncratic events — affects the “average” shape of the
crucial cross section distribution, thus influencing the impact of aggregate demand shocks
on output fluctuations.

The main technical contribution of this paper is to circumvent the complex dynamic

features of state dependent economies by computing well defined averages over all possible

ISee, e.g., Rotemberg (1987) and Blanchard (1990).

?See, e.g., Barro (1972), and Sheshinski and Weiss (1983).

3As is the case in standard time-dependent models.

*See Caballero and Engel (1991) and (1992a).

*Caplin and Leahy (1991a), Caballero (1991a,b), Bertola and Caballero (1990), and Caballero and En-
gel (1992b) provide frameworks that describe different aspects of this dynamic relationship: Caplin and
Leahy show the existence of a Phillips curve in non-inflationary state-dependent economies affected only by
aggregate shocks, while the other papers track down the dynamic behavior of state-dependent economies
for given sequences of aggregate shocks. The latter papers also consider idiosyncratic shocks, which have
non-trivial and realistic consequences in state-dependent models; see below.



sample paths of aggregate demand. Once this is done, we are able to provide a unifying and
simple framework to study the influence of the economy’s structure on the average aggregate
demand/output relationship, in the context of state-dependent models. In particular, we
characterize the impact of core inflation, uncertainty and asymmetry of aggregate shocks
on the average response of output to aggregate demand shocks, and on the asymmetry in
the response of output to aggregate demand expansions and contractions.

We show that the average response of output to aggregate demand surprises is decreasing
with respect to core inflation, while its relationship with aggregate demand uncertainty is
non-monotonic, depending both on idiosyncratic uncertainty and core inflation. The model
also implies an asymmetry in the response of output to aggregate demand contractions and
expansions, which is increasing with respect to core inflation and decreasing with respect to
aggregate and idiosyncratic uncertainty.” We also find that asymmetric aggregate demand
shocks accentuate the asymmetric response of output to aggregate demand expansions and
contractions. Using annual data from 37 moderate-low inflation countries for the period
1060-1982, we find broad support for the basic implications of the model.

The remainder of the paper is organized as follows. Section 2 presents the basic model.
The methodology we use to calculate long run averages, which is closely related to the
Frgodic Theorem and we therefore call the “ergodic insight,” is presented in Section 3. In
the following two sections we use the ergodic insight to compute the long run averages of
indices that capture how the relation between output fluctuations and aggregate demand
depends on the structure of the economy. We also present multi-country evidence support-
ing the basic implications of state-dependent models. Section 4 studies how the elasticity
of output with respect to aggregate demand varies with core inflation and aggregate uncer-

tainty. Asymmetries between output responses to positive and negative shocks, as well as

8Qur approach allows for direct comparisons with the results in Lucas (1973) and Ball, Mankiw and
Romer (1988) who consider the relation between the slope of the short run Phillips curve and the economy’s
“structure” in economies with imperfect information and time dependent pricing, respectively.

"This paper’s contributions lies in the computation of proper averages; many of the basic insights leadmg
to our results have been known for quite some time in the state-dependent literature. Most prominently,
Tsiddon’s (1989) shows that as inflation rises the response of output to aggregate demand shocks declines
and the asymmetry between the response of output to positive and negative aggregate demand shocks
increases. Even though he considers the effect of a once-and-for-all shock that hits a resting economy, the
underlying mechanism is the same as in our case: higher inflation implies that individual units are typically
closer to the barrier that triggers price increases than to the one that triggers price reductions. Caballero
(1991b) describes a closely related dynamic concept: an abnormally large sequence of positive aggregate
shocks leaves firms more prone to increase prices (consumption in his case), thus more (less) responsive
to further positive (negative) aggregate shocks. Ball and Mankiw (1992) discuss issues similar to those
in Tsiddon’s paper but in the context of a two-periods state dependent model; interestingly, the “finite
horizon” nature of their model accentuates the asymmetries found by Tsiddon.



the effect of asymmetries in aggregate demand shocks on output fluctuations, are discussed

in Section 5. Section 6 includes final remarks; a short appendix follows.

2 THE MODEL

In this section we present a simple framework, rich enough to study how the economy’s
structure affects the average relation between aggregate demand and output fluctuations.
Unless stated otherwise, all variables are in logarithms.

We consider an economy with a large number, n, of industries, each one with a con-
tinuum of firms. Firms face non-convex adjustment costs and therefore change their prices
only when the difference between their frictionless optimal price and their nominal price
reaches § or — 5.8 Whenever the difference between the price a firm would charge if there
were no adjustment costs and the firm’s actual price —a difference we call “the firm’s price
deviation”— is large enough (equal to §), the firm increases its nominal price by a fixed
amount. Whenever the price deviation reaches its lower threshold, the firm decreases its
price by a fixed amount. For simplicity we assume that price increases and price decreases
have the same magnitude, L (where L < 25).°

We discretize time and space into intervals of lengths d¢ and h, respectively, and refer to
a time interval of length dt as “a time period.” We assume that every firm’s frictionless op-
timal price either increases or decreases by h during a time period; the probability of either
event taking place is determined by the economy’s structure (i.e., core inflation, aggregate
uncertainty and idiosyncratic uncertainty), as summarized by Figure 1 and explained below.

Aggregate and idiosyncratic shocks affect a firm’s frictionless price one-for-one.'® Thus,
as long as a firm’s price deviation remains within the inaction range (-5, 5), changes in
this variable during a given time interval are equal to the sum of accumulated aggregate
and idiosyncratic shocks. Once a firm’s price deviation reaches one of its trigger values,
the firm resets its price (by either increasing or decreasing it by L) and therefore its price

deviation (to either S — L or L — §). A new cycle then begins where shocks affect price

8 Assuming symmetric thresholds removes a constant that is irrelevant for the issues we consider.

®This simplifies calculations considerably but does not affect the qualitative aspects of our conclusions.

19This requires choosing parameters such that strategic interactions among firms cancel. This can be
done in a three-stage, discrete version of the model in Caballero and Engel (1992a). The main results of the
paper do not depend on this simplification, however.



deviations one-for-one.

Aggregate demand within a given time period either expands (with probability q) or
contracts (with probability 1 — ¢); in the former case the average increase of frictionless
prices is Aat > 7dt, in the latter case it is Aa™ < 7dt.1! The unconditional expected
increase of frictionless prices, gAat + (1 — ¢)Ae™, is equal to Tdt.

We introduce idiosyncratic uncertainty only at the industry level. Thus all firms within
a given industry are subject to the same aggregate demand shocks and the same (industry
specific) idiosyncratic shocks. The probability that frictionless optimal prices within an
industry increase during a time period is larger during aggregate demand expansions than
during contractions; we denote these probabilities by ¢t and ¢, respectively.

Conditional on the aggregate demand shock, changes in frictionless prices during a given
time period are independent across industries. We also have that the probability that the
frictionless optimal price of firms in different industries moves in the same direction grows
with the relative importance of aggregate uncertainty.

Figure 1 shows a tree diagram that summarizes how aggregate and idiosyncratic shocks
take place every time period. The probabilities ¢, ¢* and g~ and the quantities Aat, Aa™
and A are determined — as functions of dt, core inflation 7, aggregate uncertainty o4 and
total uncertainty & — by imposing that (a) the (unconditional) mean and variance of the
total change in frictionless prices be equal to 7dt and o2dt, respectively; (b) the conditional
mean of the total change in frictionless prices be equal to Aat and Ae~ depending on
whether aggregate demand growth is high or low; and (¢) the mean and variance of aggregate
shocks be equal to 7dt and o}dt, respectively. The corresponding expressions are derived
in the Appendix.

As is usual in these models, aggregate output is equal to real balances:
(1) y() = m(t) - p(1).

The aggregate price level is a convex combination of industries’ price levels:

@ plt) = 3 cpi(t),

i=1

1 These averages do not depend on the actual realizations of idiosyncratic shocks because the number of
industries is large.






where o; indicates the relative size of the i-th industry and 3" ; = 1.2 Denoting the price

level that would attain in the absence of adjustment costs by p*(t), we may write:!3

®3) y(t) = (m(t) - p"(1)) + (p"(t) - P(1))-

Assuming no strategic complementarities, money neutrality in the absence of frictions im-

plies that the first term on the right hand side of (3) is zero,! and therefore:
(4) y(t) = 3 es(pi(t) - mi(t))-
i

The i-th industry’s aggregate price deviation, z(t) = pf(t) — pi(t), is equal to the mean
of the corresponding cross-section distribution of price deviations. Denoting by f;(z) the

cross-section density of price deviations within the {-th industry at time ¢, we have that:
(5) y(t) = S eiz(t) = Do / 2fia2)dz.
i i

Aggregate output is therefore equal to a weighted average of mean price deviations across
industries. For example, when prices within most sectors in the economy are above their
frictionless optimal values, and industries’ mean price deviations are therefore near their
minimum values, aggregate output is below trend.

To complete our description of the economy, we specify the initial cross-section distribu-
tion of price deviations within every industry. We assume these distributions are uniform on
subintervals of length L included in [-5, §]. It then follows from Caplin and Leahy (1991a)
that this distribution remains uniform on a subinterval of length L as time passes.!> Thus
the i-th industry’s aggregate price deviation, z(t), is equal to the midpoint of the corre-
sponding cross-section distribution at time ¢, and therefore takes values between —R and
R, where R =5 — 1L.%

The simplifying assumptions we have made above (on aggregate and idiosyncratic

12The relative sizes could change over time.

13Footnote 10 also applies here.

10r equal to a linear lime term corresponding to smooth trend-growth.

Y5This is a straightforward generalization of Caplin and Leahy (1991a) who consider the continuous time
case with L = S/2. Firms’ optimal behavior is compatible with L # S/2 when firms’ adjustment costs have
both fixed and proportional components (Harrison, Sellke and Taylor, 1983). Caplin and Leahy (1991b)
show that strategic interactions may lead to stmilar microeconomic policies, even when menu costs are only
of the lump-sum type.

16We assume that both S and R are integer multiples of h.



shocks, the magnitudes of price changes and the initial cross section distributions within in-
dustries) imply that our basic unit of analysis, the z’s, either remain constant or change by
+h; thus, contrary to individual firms, industry-wide deviations never jump.'” This reduces
the complexity of the problem considerably, as we illustrate in the following section.!®
The presence of idiosyncratic uncertainty is not only realistic but also adds important
dimensions to aggregate dynamics. For example, in the presence of idiosyncratic shocks
output contractions may occur even when money growth slows down but remains positive.
To show this we note that a period of sustained and high monetary expansion typically
leads to a situation in which the average price deviation within most industries is near its
highest value (z & R); in this case a slowdown in money growth may not be sufficient
to prevent positive idiosyncratic shocks from leading to price increases in a large fraction
of industries while negative idiosyncratic shocks are unlikely to lead to price reductions
in many industries. This “inertia” effect could lead to a reduction in real balances and a
consequent fall in aggregate output.!® Moreover, this effect may be present even when the
stock of money decreases, thus creating an environment where recessions are sharper than

expansions and larger than the aggregate demand shock itselfl (see section 5 below).

3 LonNG RUN AVERAGES AND THE ERGODIC INSIGHT

The effect of aggregate demand shocks on output fluctuations in the economy described
in Section 2 is highly non-linear and history dependent. For this reason, summarizing this
relation via tractable indices is not, a priori, an easy task. In this section we show how to
calculate the average response of output to aggregate demand shocks, where the averaging
procedure weights all possible histories of the economy appropriately. This is the building
block we use to construct various indices of average output elasticities in the following
sections.

We illustrate the principle underlying our approach by showing how to determine the

average response of output when aggregate demand growth is above trend: E(Ay|Aat).

"Where a jump is a change by more than one unit in state space during a time period.

131f we were to incorporate idiosyncratic shocks at the individual firm level, we would be working with
processes with jumps at the boundaries. This makes the algebra harder, but does not affect the qualitative
aspects of our conclusions.

3®This inertia effect is similar to the dynamic “attractor” effect described in Caballero (1991a).



This quantity is a function of core inflation and aggregate and idiosyncratic uncertainties.
To calculate it, we must {(a) consider all cross-section distributions of price deviations
and all possible combinations of idiosyncratic shocks across industries, (b) determine Ay
in each case, and (c) average over all possible values of Ay weighting them according to
their probabilities. We now show that this complex set of calculations reduces to a simple
“steady-state-like” experiment once we consider the linear nature of the statistics we have
chosen — this is one of the main insights in this paper.

We first note that, given the cross-section distribution of price deviations within the
i-th industry and the sign of the shock it was subject to, we can determine the change in
the industry price deviation, Az;. For example, consider the case where the shock increases
the industry’s frictionless optimal price by h. If the shock does not trigger any price
increase, then all firms’ frictionless optimal prices increase by h and so does the industry
price deviation (Az; = h). Alternatively, if the shock forces a fraction of firms to increase
their prices, the average price deviation across the industry remains constant because the
cross-section distribution of price deviations does not change (even though individual firms’
price deviations do) and in this case Az = 0.2

We let s; denote a random variable that is equal to one if the i-th industry’s frictionless
price increases (by %) in a given time period (of length dt), and zero otherwise; that is,
s; is equal to one when the i-th industry’s idiosyncratic shock is positive and zero when
it is negative. Conditional on the size of the aggregate shock, the s;’s are independent
across industries and over time. Since aggregate output is a weighted sum of mean price
deviations across industries and we have assumed that there are no strategic interactions

2

between firms’ pricing decisions,?! we have that:

n
(6) (AylAa+; 21322404+ 92%n, Sl)"',sﬂ) = ZQ,‘(AZ{'AG+, Ziy Si)a
1=1

where Ay denotes the change in aggregate output and the conditional notation is self-

explanatory.

2"Remember that the discrete nature of the state space determines that no firm lies at a distance less
than h from the trigger barriers.
21Gee Section 2.



Taking expectations with respect to the s;’s in (6) now leads to:2?

n
(7) E(Ay|Aat; z1,...,2,) = Ea;E(Az; | Aa’, z).
i=1

This equation shows that, since our indices are linear in output, we can calculate them
without knowing the joint distribution of the mean price deviations of different industries.
All we need are the (conditional) first moments for every industry. Taking expectations
with respect to all possible values of industries’ mean price deviations on both sides of (7)
yields:??

(8) E(Ay|Aat) = zn:a.-E(Az.- | Aat).

i=1
We calculate the right hand side of (8) by weighting different values of Az; according to
the ergodic distribution of the beginning-of-period z;’s, that is, the distribution that would
emerge if we plotted a histogram with the z’s over time.?%'?® The expectations on the right
hand side of equation (8) are all identical, because trigger and target levels are the same
across industries. It follows that, letting f~ and f* denote the probabilities the ergodic

distribution assigns to the largest and smallest values of the price deviation, we have:
(9 E(Ay|Aat) = Aa* —g*hf* + (1-¢")hf7,

or, using the relation Aat = gth ~ (1 - ¢*)A,

(10) E(Ay|Aa*) = ¢*h(1 - ) - (1= ¢*)h(1 - £7).

This expression can be interpreted in terms of the following abstract “steady-state-like”

experiment:

1. Suppose the cross-section distribution of mean price deviations within industries is

22 At this step we use the fact that the s;’s are independent conditional on the size of the aggregate demand
shock.

23This step assumes that Az; and z; are independent, conditional on z;; this follows from there being no
strategic interactions.

2*The relevant variance when determining the ergodic distribution is the total uncertainty facing an
individual firm: a2,

?»We show in the Appendix that this distribution is a truncated geometric distribution. This is not
surprising, since its continuous counterpart is a truncated exponential (Harrison, 1985).



the corresponding ergodic distribution (where the corresponding variance is the total

variance facing an industry).

2. Calculate the change that takes place in the mean of the preceding distribution after
an aggregate demand expansion (like the one depicted in the upper half of Figure 1).
This quantity is equal to E(Ay|Aat).

We call the argument we used above to derive expression (10) “the ergodic insight,” since it
builds strongly on the Ergodic Theorem.? In spite of the similarity of our procedure with
the “once-and-for-all” type experiments which have typically been used in this literature
— thus the expression “steady-state-like” — it is important to highlight the fundamental
difference with such experiments. The standard once-and-for-all experiments assume that
the economy experiences only idiosyncratic shocks, therefore the cross-section distribution
converges to an invariant state. Once the economy is at this resting state, idiosyncratic
shocks are suppressed for an instant, the economy is hit with one fully unexpected once-
and-for-all common shock, and idiosyncratic shocks reappear bringing the economy back
to its steady-state. In our case, on the other hand, we have continuous and simultaneous
aggregate and idiosyncratic shocks, thus the cross-section distribution never converges to
an invariant state. More importantly, aggregate shocks of the same sign and magnitude
have very different impact on aggregate output depending upon the history of aggregate
shocks up to that time. Our results take the proper average over all these possible paths.

Somewhat surprisingly, however, the average over all possible sample paths ends up be-
ing a very simple expression that differs from the once-and-for-all shortcut only because of
the treatment of idiosyncratic shocks at the time the aggregate shock occurs.?”"?® When on-
going simultaneous aggregate and idiosyncratic shocks are considered, there exist firms that
adjust their price in the opposite direction than that implied by the aggregate shock; the
bias introduced by ignoring these firms grows with the degree of idiosyncratic uncertainty
and can be misleading.

The “ergodic insight” can be used in a similar way to determine other expressions of

2The insight can be applied in the continuous space—continuous time case as well, since it is based only
on the linearity (in mean price deviations) of the quantity we consider and the assumption of no strategic
interactions. Yet, obtaining analytic expressions for the corresponding averages over all trajectories of the
aggregate shock process — in the presence of idiosyncratic uncertainty — is more cumbersome in this case.

?TIn a sense, the once-and-for-all shortcut treats the aggregate shock as a finite shock in 2 model where
all sample paths of idiosyncratic shocks are continuous.

2The simplicity of this result is due to the linearity of the statistics considered and is lost when calculating
higher moments.



interest. For example, a steady-state-like experiment analogous to the one described above
shows that E(Ay|Aa™) is equal to the change that occurs in the mean price deviation
when the invariant distribution is subject to an aggregate demand shock of size Ag™ (see
the lower half of Figure 1). This leads to:

ay E(Ay|Aa™) = ¢=h(1 = f*) — (1= g )h(1 = f7).

4 QutrPuT ELASTICITIES AND FUNDAMENTALS

In this section we study how fundamentals — in our model core inflation, and id-
iosyncratic and aggregate uncertainties — affect the average short run impact of aggregate

demand on output.
4.1 BAsIiCc RELATIONS

We follow a minimalist strategy and start by describing the expected response of output to
a single aggregate demand shock. Despite its simplicity, this statistic is useful to illustrate
several qualitative aspects of the average relation between output and aggregate demand in
state dependent models. We extend the framework to allow for more than one shock when
needed (see Section 5).

We summarize the average effect of aggregate demand shocks on output by the corre-
sponding average elasticity:

(12) r=E [%] ,

where As = Aa — Tdt, is the deviation of the aggregate shock, Ag, from its mean, and the
expectation is taken over all possible sample paths of the economy as discussed in Section 3.
We call As “the surprise” since it corresponds to the deviation from expected aggregate
demand growth. It is important to notice, however, that the effects we obtain have little to
do with expectations: in a sense, for a given set of fixed band policies, the average shape
of the cross section distribution replaces rationally formed expectations.

Our objective is to characterize the parameter 7 and determine how it varies with

10



fundamentals. In the notation of Section 3 we have that:

r = 2Lwaviact) + L Dnagian),

where Ast = Aat — 7dt and As™ = Aa™ — #dt. It then follows from the ergodic insight
that:2°

(13) T=1-3(f*+ /)

where f* and f~ denote the fraction of industries which, on average, are nearest to their
upper and lower trigger levels, respectively.

Equation (13) can be interpreted as follows: What determines the responsiveness of
output to aggregate demand shocks in an economy where pricing is state-dependent is the
fraction of industries adjusting their prices.?® The larger the fraction of firms that adjust
their prices, the smaller the average short run effect of aggregate demand shocks on output.

Figure 2 shows the ergodic density of price deviations for various values of ¥/o?. When
core inflation is positive, industries are closer (on average) to the point where they increase
their price than to the point that triggers a price decrease. As core inflation becomes larger,
the fraction of firms that increases prices grows and the fraction lowering prices becomes
smaller. Figure 2 shows that the number of firms increasing prices grows faster with core
inflation than the fraction lowering prices decreases; it follows that T decreases with core
inflation. We call the effect underlying this result the “convexity effect,” since it stems from
the fact that the ergodic density becomes more convex as core inflation becomes larger.

Next we look at how changes in aggregate uncertainty, o4, affect the average elasticity
index 7. Equation (13) shows that an increase in 54 has an effect on 7 only if it is
accompanied by an increase in ¢, which we assume is the case. There are two opposing
effects that set in as o4 varies. First, since the ergodic density becomes flatter as & becomes
larger, the convexity effect described above implies that an increase in aggregate uncertainty
leads to a larger value of 7. This effect is absent when core inflation is zero (because in
this case the ergodic density is uniform for all values of o4); its magnitude grows with

core inflation. Yet there is a second effect which may revert the preceding conclusion: as

29Gee the appendix for details.

3The magnitudes of price adjustments and how these vary with fundamentals also matter; yet this effect
only dampens the magnitude of the derivatives of + with respect to fundamentals, it does not change their
sign.

11
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uncertainty grows, firms that change their prices may be further away from their trigger
levels and therefore their number may increase. The relation between aggregate uncertainty
and the expected response of output to aggregate demand shocks is more cumbersome when
more than one shock is considered; however the mechanisms we have stressed here are still
predominant.

Figures 3a and 3b plot 7 as functions of T and o4 for a wide range of parameter
values and different levels of idiosyncratic uncertainty; where the latter corresponds to
oy =+/0? - 03.31 Tt can be seen that 7 decreases with core inflation and that the relation
with ¢4 is non-monotonic. The convexity effect dominates when core inflation is relatively
large and total uncertainty small; in this case 7 grows with the level of uncertainty in the
economy. The opposite happens when core inflation is small and aggregate uncertainty is

sufficiently large.

4.2 EMPIRICAL ASSESSMENT

Following Ball, Mankiw and Romer (1988) (henceforth B-M-R.), our data consist of annual
real and nominal GNP or GDP (as available) for 37 unplanned economies with at least 10
percent of output in manufacturing and less than 30 percent in agriculture, for the period
1960 to 1982. We also exclude extreme —in terms of inflation and variance of aggregate
demand— observations (Argentina, Bolivia, Brazil, Istael, Peru and Zaire). We split the
observations in each country into pre-1973 and 1973 onwards; and treat each half as separate
countries.3?

We estimate 7 as a function of # and o4 (where the latter are in percentage points) by

running the panel-regression:

(14) Ayii(t) = m(Fij 0a;;) Azis (1) + e35(t),

311y these and the following panels we assume a time interval of one month and a value of R which varies
with the level of total uncertainty. We let R = 0.1 for the average case in Figure 3a, and adjust the value
of the others by a factor (0%/53,)!/*; where o2 is the total variance of the particular case and 52, is the
value of the variance for the average case in Figure 3a. We should point out, however, that the endogenous
behavior of bands has only second order effects on the diagrams. For this reason we do not discuss the effect
due to change in bandwidth in our experiments.

32This integrates the two separate dimensions of the data exploited by B-M-R into a single procedure,
which enhances the power of our tests. B-M-R show that the hypothesis of equal pre- and post-1973 7’s can
be rejected in about 63% of the countries.

12
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Table 1: Average short run elasticities

const. T o4

r| 0456 —0.029 0.025
(0.053) (0.003) (0.006)

where Aw(t) = w(t) — w(t — 1), By;;(t) = Ayi;(t) — Byg, Bzii(t) = Azi;(t) ~ Byij — Tij,
country and sample period (pre- and post-1973) are indexed by ¢ and j, respectively, Ay
and Az denote growth rates of real and nominal GNP/GDP, and bars denote the averages
of the corresponding variable over the sample period.®® We tried linear and log-linear
functional forms for 7; since this did not matter much, below we only report the results

with the linear specification.3t

Table 1 shows the results {from the regression described above (standard deviations
are in parenthesis). The sign of the coefficient for core inflation is that predicted by the
model and the coefficient is statistically significant. The coefficient for o4 is positive and
significant, which is consistent with our model (when core inflation is relatively large and
total uncertainty relatively small).

The quantitative impact of changes in # and o4 are relevant, as can be seen from Table
2. For example, the increase in average inflation of a U.S.-like country between the periods
1961-72 and 1973-82 from 1.5% to 6.5% (accompanied by almost no change in aggregate
uncertainty) leads to a decrease of T from 0.46 to 0.32.

Our finding that in models with state-dependent pricing an increase in aggregate uncer-
tainty may lead to more output responsiveness, which is in agreement with the results in
Table 1, is in clear contrast with the results in Lucas' (1973) imperfect information model

and Ball, Mankiw and Romer’s (1988) time-dependent pricing model: both these models

33We have subtracted the average growth rate of real GDP/GNP from Ayi; and Axzi; in (14) because our
mode! has no implications for long run growth.

*Qur approach is similar to that followed by B-M-R and Lucas (1973), among others, who estimate
individua! countries’ r’s by running the regression y(t) = rAz(f)+ Ay(t—1)+ ¥, and then use the estimated
values of 7 in a second stage regression against the arguments of main interest.
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Table 2: Quantitative Impact

(7,04) T

1961 - 72 || (4.2,3.2) | 0.41
Mean
1973 - 82 || (12.5,5.3) | 0.23

1961 - 72 || (1.5,1.7) |0.46
U.S.-like
197382 | (6.5,2.0) |0.32

Calculations are based on the results from Table 1.

predict that an increase in aggregate uncertainty leads to less rigidities in the economy.3®
What happens in state-dependent models is that, provided that core inflation is different
from zero, an increase in aggregate uncertainty may actually lower the number of firms
changing prices through the dampening of the convexity effect, thereby making output

more responsive to aggregate demand shocks.

5 ASYMMETRIES

State-dependent models are well known sources of asymmetries: since positive core in-
flation makes price reductions less likely than price increases, the number of firms that
change prices when aggregate demand accelerates is larger than those adjusting when ag-
gregate demand slows down. It follows that prices exhibit more rigidity during aggregate
demand expansions than during contractions.

In this section we apply the ergodic insight to calculate well defined average asymmetry

3%Taking idiosyncratic uncertainty as given, in Lucas’ case the degree of confusion faced by agents decreases
when o4 becomes larger, while in Ball, Mankiw and Romer’s case the frequency of price adjustments
increases,
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indices, and study how these indices vary with core inflation and aggregate uncertainty. We

also explore the effect of asymmetric aggregate demand shocks on these indices.®

5.1 BAsic RELATIONS

Before describing asymmetries of average output elasticities with respect to aggregate de-
mand surprises. it is instructive to consider asymmetries between the average elasticities
of output with respect to positive and negative aggregate demand shocks (Aat and Aa~,

respectively). For this purpose we define:

; Ay + - Ay ..]
=F|— =F|—L
yT=E [ |Aa ] s v =E [ |Aa™].

Using the conditions E[{Ay] = 0 and Aa~ = —Aa*,*7 we have that:
T 4
v (1-g)

which means that the asymmetry in the average elasticity of output with respect to pos-
itive and negative aggregate demand shocks is proportional to the inverse of the relative
frequency with which these shocks occur. That is, in an economy with positive core in-
flation, negative surprises are less likely to occur and, precisely for this reason, when they
occur their effect on output is larger. Obviously, then, the ratio v~ /4% is increasing with
respect to core inflation and decreasing with respect to aggregate uncertainty.

The same reasoning shows that 7+ and 7~, defined as E[Ay|Aa*+] /Ast and E[Ay|Aa~] /As™,

must be cqual. Indeed,
Ast
As~

T _ g
™ (1-9)

)

but the relative size of the positive and negative surprises is exactly the inverse of the
relative probability of experiencing these surprises.® Long run meutrality of aggregate
demand shocks then rules out any asymmetry with respect to aggregate demand surprises

when considering the effect of only one shock.

%See Cover (1988) and De Long and Summers (1988) for empirical evidence addressing some of the issues
discussed in this section.

37The first condition is very weak and says that monetary policy cannot affect the long run rate of output
growth; the second condition follows from imposing that the variance of idiosyneratic shocks, conditional
on the aggregate surprise being positive and negative, be the same, This condition, which was not imposed
in Section 4, is important when considering asymmetries; see the Appendix for more details.

38With the notation of Section 3 we have that E[Aa] = #dt implies that |Ast/As™] = (1 - ¢)/q.
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In order to capture asymmetries with respect to surprises in aggregate demand we need
to look at more than one period, so more than two states of nature can be observed. Con-
tinuing with our minimalist approach, Figure 4 shows the corresponding asymmetry index
when two periods are considered (i.e., there are four possible outcomes). This index com-
pares the cumulative elasticity of output with respect to two consecutive negative aggregate
demand surprises, 75 , to the corresponding elasticity with respect to two consecutive pos-
itive surprises, 7.3 Figure 4 shows results consistent with those obtained above for the
asymmetry between 7~ and y*: the degree of asymmetry grows with core inflation and
decreases with aggregate uncertainty.®® Because of the convexity effect, a positive shock
increases the number of units near the trigger boundaries by more than a negative shock
reduces it (relative to the size of the surprises). This implies that a positive shock following
a positive shock has a proportionally larger effect on prices than a negative shock following

a negative shock; of course the opposite is true for output, explaining the asymmetry.

5.2 ASYMMETRIC AGGREGATE DEMAND SHOCKS

Another natural source of asymmetry in the response of aggregate output to aggregate
demand shocks is asymmetries in aggregate demand surprises: e.g., negative surprises
are larger (and less frequent) than positive surprises. It is therefore interesting to deter-
mine whether asymmetries in aggregate demand shocks further amplify output fluctuations,
thereby increasing the asymmetries in output elasticities discussed above. We incorporate
asymmetries in shocks by scaling As™ by a and As™ by 1/a.%! :
Figures 5 shows how the average elasticity of output with respect to aggregate demand
surprises varies with the asymmetry parameter .42 This figure shows that output respon-
siveness to large (defined as consecutive shocks of the same sign) aggregate demand shocks
grows as negative surprises become larger than positive surprises, although these effects

are small. Also the asymmetry between output responses to (large) positive and nega-

3The reason why the condition E[Ay] = 0 does not constrain these statistics to be equal is that any
difference between them is compensated by the difference between the responses of output to a positive-
negative and a negative-positive sequences of aggregate demand shocks.

9This index is calculated using the ergodic insight, see the appendix. We also assume that an increase
in 04 leads to an increase in o.

*1This preserves the condition |As* As™| = 0% dt, which constrains the sizes of surprises; see the Appendix.

*2We consider two time periods. An argument similar to the one we gave in Section 4 shows that we need
to consider more than one time period when constructing this index; i.e., the index r considered in Section 4
and the indices r* and 7~ constructed in this section do not depend on a.
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tive aggregate demand surprises grows with the relative importance of negative surprises.
The explanation for this is similar to that of the asymmetry discussed above. As negative
surprises become larger, they necessarily become less frequent, thus when they take place
their effect on output is larger. This argument, which directly explains asymmetries in
4-like statistics, can be converted into an argument about 7, statistics by means of the

convexity effect described when discussing Figure 4.

5.3 EMPIRICAL ASSESSMENT

We estimate 73, 7, v+ and 4~ as functions of core inflation, aggregate uncertainty and an
index of asymmetry of aggregate demand shocks using the data described in Section 4.2.

We estimate 75" and 75 from the equation:
(15) Ayis(t) = 5 (Rijy 045, i) [{Bzi5(t) > 0455} Beis(1)

1y (Fij, 0, i) I{Azi(t) < —0ai;}Azi;(t) + eij(D),

where @;; is an index of asymmetry in aggregate demand shocks (equal to the ratio of
the average of the squares of shocks below and above the mean), and J{A} denotes the
indicator function of the set A.43

The equation where y* and v~ are estimated is similar to (15), except for the cutoff

points and the treatment of core inflation (here added to the right hand variables):*!
(16) Ayis(t) = 7 (Rij 0055, 0i5) T {Azi(8) > 0}
77 (Rijy Oaijy o) [{Azi(t) < T (Azis(1) +Ti5) + exj(t).
The results in Table 3 clearly accord with the basic implications of the state dependent
model described here: among the six differences between coefficients measuring responses

to aggregate demand expansions and contractions (two for each one of the parameters 7,

o4 and @) five are significant (four at the 5% level and one at the 10% level) and all of

#3(Qbservations for which both indicators functions on the right hand side of (15) are zero are excluded
from the panel regression.
#'Footnote 43 also holds for equation {15).
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Table 3: Average short run elasticities

const.

TA

3 0.516
(0.082)

Ty 0.642
(0.088)

;- 15 | 0.126
(0.120)

vt 0.175
(0.030)

v~ 1.181
(0.309)

¥~ -t | 1.006
(0.319)

~0.024
(0.005)

~0.008
(0.006)

0.016
(0.008)

—0.007
(0.002)

0.110
(0.027)

0.117
(0.027)

0.010
(0.008)

0.012
(0.009)

0.002
(0.012)

0.009
(0.003)

~0.059
(0.036)

~0.068
(0.036)

0.047
(0.018)

0.135
(0.033)

0.088
(0.038)

0.023
(0.008)

0.342
(0.123)

0.319
(0.123)
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Table 4: Quantitative Impact

(7,04,0) i ™ | v | 7

1961 — 72 (42, 3.2,0.76) 0.39 047 | 0.14 | 1.00
Mean
1973 - 82 (12.5,5.3, 0.50) | 0.18 0.24 | 0.09 | 1.56

1961 — 72 (1.5, 1.7, 1.19) 0.46 0.54 | 0.16 | 0.94
U.S.-like
1973 — 82 (6.5,2.0,1.17) 0.33 0.50 | 0.13 | 1.49

Calculations are based on the results from Table 3.

these differences have the right sign.*®

Most interestingly, Table 3 shows that an increase in core inflation clearly lowers the
average response of the economy to aggregate demand shocks and raises the asymmetry in
the response to aggregate demand expansions and contractions, regardless of how the latter
are measured (around zero or large around core inflation). An increase in the degree of
asymmetry in aggregate demand shocks enhances the effect of aggregate demand on output
and sharpens the asymmetry between negative and positive elasticities.

Table 4 below reports the quantitative impact of our estimates. The first row shows
the different statistics for a country that has core inflation, standard deviation of aggregate
demand, and index of aggregate demand asymmetry, equal to the respective sample averages
(across countries) for the period 1961-72: 4.2 and 3.2 percent, and 0.76. The second row
corresponds to the same concept for the period 1973-82. The bottom two rows illustrate
the implied values for a country with average inflation, aggregate demand uncertainty, and
index of aggregate demand asymmetry like those in the U.S. in the two subsamples. The
table shows that the short run impact of aggregate demand on real output is on average
large and that the asymmetry is sharp.

The table also shows that the interaction between core inflation, aggregate demand

*5The lack of precision in the estimates of the function 7~ is likely to be due to the fact that only 230
out of the 814 observations are used.
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uncertainty and the index of aggregate demand asymmetry is important. Countries with
very low inflation (e.g. U.S.-like 61-72) can still have large asymmetries if accompanied by
low levels of uncertainty and large aggregate demand asymmetry indices.

Finally, it is important to notice the large values of v~, implying that the “inertia” effect
is important; this highlights the relevance of considering idiosyncrasies when describing

aggregate implications of adjustment costs models.
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6 CONCLUSION

In this paper we characterize the implications of state-dependent models for the impact
of aggregate demand shocks on real activity. A distinctive feature of these models is a
strong and cumbersome form of history dependence; the main feature of our approach is
that we consider a well defined average over all possible histories.

Within this framework we show that in general output becomes less responsive to ag-
gregate demand surprises as core inflation rises. The effect of aggregate uncertainty on
this statistic, on the other hand, is cumbersome and depends on core inflation and id-
iosyncratic uncertainty. We also show that (i) the asymmetry in the response of output to
aggregate demand contractions and expansions is increasing with respect to core inflation
and generally decreasing with respect to aggregate uncertainty, and that (ii) the impact of
asymmetric aggregate demand shocks is amplified by the state dependent mechanism.

‘We find evidence from a sample of low-moderate inflation countries to be broadly sup-
portive for the implications of our model. This is not only qualitatively true but also
quantitatively important. These results are suggestive but certainly much remains to be
done. In particular, our model assumes that the likelihood of positive and negative aggre-
gate demand shocks is independent of the position of the cross-section distribution of price
deviations, which is undoubtedly unrealistic if stabilization policies are present at all. We

intend to pursue this in future research.
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APPENDIX

Al. THE MODEL'S PARAMETERS AND THE STRUCTURE OF THE EcoNomy

In this section we derive the expressions for h, ¢, ¢*, ¢~ and As™ in terms of the
parameters that characterize the economy described in Section 2: %, 0, 04, dt and As~ 4647
We denote the change in the frictionless optimal price of firms within a given industry
during a time period of length dt by Ap! and the size of the corresponding aggregate

demand shock and surprise by Aa and As, respectively.

PROPOSITION 1 If the economy satisfies:

(1) E[Ad] = 7dt,
(18) Var[Aa] = o%dt,
(19) E[Ap!|Aat] = Ad*,
(20) E[Apf|Aa™] = Aa,
(21) E[Ap] = 7,
(22) Var[Ap}] = o?dt,
(23) (App)? = k%
then:
(24) h = Voldt+72de2,
(25) |AsTAs™| = ohdt,
stix

(26) & = %(1+A hiwdt)’
(27) ¢ = %(1+As—hj:1'rdt)’

|as7|
28 S L
(28) e Ast +|As—]

Proor: From (21) and (22) we have that E[(Ap!)?] = o?dt + #2dt?, which combined
with (23) leads to the expression for h.

18Gee Section 2 for the definitions of these expressions.
1TRecall that As* = Aa® — #dt.
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Condition (19) implies that gtk — (1~ g*)h = #dt + As*, which leads to the expression
for ¢t. A similar argument yields the expression for ¢~.
Condition (17) implies that:

#dt = q(Rdt + Ast) + (1 — q)(7dt + As™),

which leads to the expression for g.
Conditions (17) and (18) lead to the following expression for E[(Aq)?]:

oqdt + 7dt? = q(Fdt + Ast)? + (1 — g)(Rdt + As™)?,
which, after some algebra (that uses (27)), yields:
(29) |AstAs™| = o4 dt.

A straightforward calculation can be used to show that all conditions (17 — 23) are

satisfied by the expressions in (24 — 28), thereby completing the proof. §

It is interesting to note that the economy’s structure does not determine the posible sizes of
aggregate demand surprises, it only fixes their product (see (29)). The following examples

illustrate two cases of particular interest.

EXAMPLES

1. If we impose that both aggregate demand surprises have the same magnitude (As™ =
—Ast) then ¢ = 1 and
+_1 oaYdELRdt
o} (1 salins).

2. If we impose that both aggregate demand shocks have the same magnitude (Aa~ =

—Aat) then

(30) ¢ = (1+3),
(31) ¢t = 1(1+%),
(32) ¢ = 3(1-4),

where hy = \/aidt + 72d2. 1
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The conditions that determine the parameters of the economy in Proposition 1 do not
consider the conditional idiosynecratic variances. The following proposition shows that if we
impose that these variances be the same, then As™ is no longer a “free” parameter and is

determined by #, 04, o and dt instead.

PROPOSITION 2 Suppose the conditions in Proposition I hold. Then a necessary and suf-
ficient condition for having Var[Ap}|Aat] = Var[Ap}|Aa~] is that Aa™ = —Aet. In
this case q, ¢t and ¢~ are given by the ezpressions derived in Ezample 2 above and both

conditional idiosyncratic variances are equal to 62 — ¢3.

ProoOF: A calculation from first principles shows that

Var[Ap}|Aat]
Var[Ap]|AaT]

oldt — (AsH)? — 2AsT Rdt,
oldt — (As™)? — 2As™ ®dt,

which implies, among other things, that the latter is larger than the former when both
aggregate surprises have the same magnitude and core inflation is positive.
Sufficiency and necessity follow from the preceding expressions and some straightforward

(yet tedious) calculations. 1

A2. THE Ercobpic DISTRIBUTION

The evolution of the cross-section distribution of price deviations within a given industry
only depends on total uncertainty as measured by o and not on aggregate uncertainty, o4.
What determines this evolution, and therefore the invariant distribution of its mean, is the
probability that frictionless optimal prices increase by h in any given time period. Denoting
this probability by §, Figure 1 shows that § = ¢-¢* + (1 — ¢)¢~, and Proposition 1 then
implies that:

(33) 7=3(1+7).

Let n denote the number of values the average price deviation within a given industry
can take: in the notation of Section 2, n = 2R/h, which we assume is an integer. Let
fiy f2y. .y fo denote the probabilities the corresponding invariant distribution assigns to
these possible values: in the notation of Section 3 we have f~ = f; and f* = f,. Then the
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ergodic distribution is characterized by the following set of equations:

i = {1-DAh + 1-Dfs

fa = Th + (1-9)fs,

fs = Tf + (1-9fs
+

f1. = Tfs (1-9)fs,
fn—l = qfn—2 + (1 e q)fm
fa = Tfaar + Tfn-

If initial mean price deviations differ from their largest and smallest possible values, shocks
of size h (respectively —Fk) increase (respectively decrease) the average by k. The equations
for fa,..., fn1 follow from this observation. On the other hand, the mean price deviation
remains unchanged when it takes its largest (respectively smallest) possible value and a
positive (respectively negative) shock takes place. The latter observation leads to the

expressions for f1 and fy.
PROPOSITION 3 With the notation and definitions introduced above, the invariant distri-
bution of a particular industry’s mean price deviation is such that:

’3_1/9"‘1; k=1,...,n

fk=_ﬂn_1

where 8 = g/(1 — Q) and T is defined in (83).

PRrOOF; The existence of the invariant distribution follows from elementary results for
Markov chains, since all states can be reached from each other. Solving the set of equations
that characterize fi,..., fx above and using the fact that 3 fx = 1 the leads to the desired

expression for fi. &

A3. EXPRESSIONS FOR THE SUMMARY STATISTICS

The expressions for the summary statistics introduced in Sections 4 and 5 follow directly
from the ergodic insight (see Section 3), some straightforward calculations, and the results

of the preceding sections of this appendix.

PROPOSITION 4 With the notation introduced in Section § and the assumptions of Propo-
sition 1:
T=1-4(f*+ 7).
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ProoF; The ergodic insight (Section 3) implies that:
= 2 ra - -a-m - - - - - )
Tedious substitutions, using the preceding results from this appendix, then yield:
r=1-(ft 4 ) - HALEA (1o - pt - ) (14 2) - (1= 1)

A calculation from first principles shows that the term in square brackets in the expression

above is equal to zero, thereby completing the proof. 1

ProrosiTioN § With the assumptions of Proposition ! and the notation introduced above

and in Section 5 we have that:

(34 o= g [UE - -0 - )],

(35) o= r+—[q -+ -5 - ),

where ff = ¢*(f* + fasr), S5 = (L=~ + fo2), f& = a(f* + famr) and f5 =
Q=g )f+ f)#

ProoF; Using the ergodic insight to find the cross-section distribution that attains
on average conditional on the sign of the last aggregate surprise, and then applying an

argument similar to the one used to derive 7 above, leads to the desired expressions. &

4The quantities f;, Iz fg and f; correspond to the fraction of industries near their upper and
lower trigger levels, conditional on the last demand shock being expansionary (E) and contractionary (C),
respectively.
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