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I. Introduction

Projections of forthcoming shortages of Ph.D.s, and thus new faculty for
the academic sector, abound (William Bowen and Julie Ann Sosa 1989; National
Science Foundation 1989; National Research Council 1990; Richard Atkinson
1990). 1Indeed, one major book projected at least a 43 percent underproduction
of new doctorates in the arts and sciences as a whole during the 1997-2002
period (Bowen and Sosa, Table 8.5).1 Part of the reason for these
projections is that American college graduates are much less likely to receive
doctorates today than they were 20 years ago. While the ratio of doctorates
granted by American universities to bachelors’ degrees granted by American
colleges and universities six years earlier was .064 in 1970-71, it fell to
.035 in 1978-79 and has remained roughly constant at the lower level since
then (Ronald G. Ehrenberg 1991, Table 6.4).

Numerous factors probably contribute to the decline in the propensity of
American college graduates to receive doctorates, however one important factor
may well be the increase in the length of time necessary for doctorate
students to complete their programs. The median registered time to degree for
new Ph.D.s granted in the United States in 1968 was 5.5 years. By 1988, this
figure has risen to 6.9 years. The increase has been even more dramatic in
some fields; for example, in the social sciences median registered time to
degree rose from 5.1 to 7.4 years and in the humanities from 5.5 to 8.5 years
during the same period (National Research Council 1989, Table I).2

National data on completion rates for entrants into doctoral programs
are not systematically collected. However, data were collected for a set of
selected major research universities during the 1970s and early 1980s. These
data suggest that completion rates, while varying widely across fields and

institutions, tend to lie in the 40 to 70 percent range (Ehrenberg 1991, Table
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7.6). Even the very best science graduate students, those who win prestigious
National Science Foundation Graduate fellowships, had completion rates of 80
percent or less during the 1962-1976 period (Lindsey Harmon 1977; Joan Snyder
1988). These completion rates should be contrasted with completion rates of
over 98 percent in top 20 American law schools, of over 90 percent in major
American medical schools, and of 80 to 95 percent for top MBA programs in the
United States.® Doctoral study is considerably riskier than its alternatives
and this fact surely also discourages potential students from entering
doctoral programs.

Among the policies urged to prevent future Ph.D. shortages is increased
federal, foundation and corporate support for graduate students. Such a
policy would reduce the private costs of doctoral study and thus hopefully
should increase the number of college graduates willing to undertake graduate
study. To the extent that financial support reduces the time students need to
complete degrees and increases their probability of completing doctoral
programs, the future supply of Ph,D.s should further irncrease. While
conceptually these roles of financial support on the supply of doctorates are
clear, empirical evidence on the effects of financial support on doctoral
production is actually quite scanty (Ehrenberg 1991, Chapter 8).

Two recent studies of the determinants of time-to-degree used regression
models and either aggregate annual time-series data by field, or data on
doctoral recipients from a single institution over a ten-year period (Howard
Tuckman, et al. 1990; J. Abedi and E. Benkin 1987). These studies, both for
methodological and data reasons, do not permit one to identify the role that

changing student abilities, changing job market opportunities and changing



financial support for graduate students may have played in the lengthening of
times—to—degree.‘

These studies also focused only on doctorate recipients and ignored the
possibility that students’ ability levels, job market opportunities, and
financial support patterns may also influence completion rates. Failure to
take account of these relationships, when analyzing data on times—to-degree of
doctorate recipients, will lead to biased estimates of the effect of these
variables on times—to-degree due to sample selection problems (James Heckman
1979). An analysis of the response of doctoral completion rates to these
variables is also important, in itself, as it also will directly provide
information needed to improve projections of the flow of doctorates and to
evaluate possibly policy changes.

Two other recent studies did analyze the behavior of recipients and
dropouts (William Bowen and Neil Rudenstine 1992; Allison L. Booth and Stephen
E. Satchell 1991). The former utilized data on all entrants to graduate
programs in six fields at ten major research universities over a 25-year
period and showed that there were differences in time-to-degree and completion
rates associated with differences in the primary type of financial support
students received during their graduate student years. However, multivariate
behavioral models were not estimated; most of their analyses were restricted
to two-way comparisons of means.

The latter used British data on about 480 entrants to Ph.D. programs in
1980. Their data did not permit them to analyze the effects of different
types of funding (e.g., fellowships, research assistantships, teaching
assistants), nor to analyze how the time path of funding types influences

durations. Because their data set was nationally-based and included all



fields of study, they also could not estimate whether financial support
patterns had differential effects across fields and whether what they called
the effects of financial support were really institutional effects
(individual’s institutions of doctoral study were not identified in the data
and support patterns may differ across institutions). Finally, because their
data came from a single entering doctorate class, they could not attempt to
estimate how changing labor market conditions influence degree times and
completion rates.

To isolate the effects of changes in financial support, changes in
student ability, and changes in academic labor market conditions on doctoral
students’ time-to-degrees and dropout rates, the research we report below
analyzes individual-~level data from a single major doctorate producing
university (University X) on all graduate students who entered Ph.D. programs
in four fields (Economics, English, Mathematics and Physics) during the 1962-
1986 period. As described below, data are available on students’ ability (GRE

scores), time—to—degree (or drop out from the program), and type of fimancial

support (if any) received by each student in each of the (up to) first six
years that the student was enrolled in the program. Coupled with aggregate
data from other sources on job market opportunities by fields and year, these
data permit the estimation of competing risk "duration”, or "hazard function”
models of times—to—degree or to drop-—out (Nicholas Kiefer 1988; Tony Lancaster
1990).°

The plan of this paper is as follows. In the next section, we provide
some background data, both nationally and at University X, on times—to-degree
and completion probabilities in the four fields. Time patterns in key

explanatory variables at the university level (financial aid patterns and
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student ability are also examined). Section III sketches our analytical model
(details are presented in the appendix), discusses the data used to estimate
the model and then presents the estimates of the model itself. Based on the
results of the estimation, policy simulations are conducted in the next
section to illustrate the effects of changing the patterns of graduate student
financial support. A brief concluding section discusses the implications of

our findings for public policy and directions for future research.

II. Background Data

Our analyses seek to explain the pattern of doctoral students’
completion rates and times—to-~degree for all students who enrolled in doctoral
programs in economics, English, physics and mathematics at University X
between 1962-1986. University X is one of the Research I institutions that
participated in Bowen and Rudenstine’s (1992) study of graduate education. It
was chosen for this study because of the willingness of its graduate dean to
provide us with more detailed information on graduate students’ financial
support patterns than were provided for the Bowen and Rudenstine study.

A weakness of most previous studies of times—to-degree was their failure
to adequately control for changes in field-specific academic labor market
conditions. The fields of economics, physics, and mathematics were included
in this study because of the availability of historical data on starting
assistant professor salaries that are collected annually by professional
associations in each field. While historical salary data are not available
for English, this field was included because national median times—to~degree

have increased most rapidly over the last two decades in the humanities.



Nationwide data on median registered time to degree for doctoral
recipients in these four fields, grouped by year of degree for the 1970 to
1988 period, are presented in the left-hand panel of Table 1. While median
registered time-to-degree increased by about one-half a year in physics and
slightly over one—year in economics and mathematics, median registered time-
to~-degree grew by over two years in English during the period.

Of course, nationwide patterns reflect both changes in degree times in
individual institutions and changes in the shares of degrees produced by
different institutions. Degree times tend to be longer at lower "quality”
programs and during the period the share of doctorates in these fields
produced by lower quality programs increased (Bowen and Rudenstine, Chapters &
and 7). It is possible that the nationwide patterns reflect only the change
in the share of degrees being granted by the lower quality programs and that
degree times may not have increased during the period at high-quality Research
I universities, such as University x5

The right-hand panel of Table 1 presents median and mean degree time
data for the four fields at University X for the 1970-88 period, with the data
again grouped by year of degree. These data suggest that similar patterns of
increases were in fact observed at University X. Physics exhibited either no
(median) or a small (mean) increase, economics and mathematics larger
increases, and English the largest increase in median (3 year) and mean (2.4
year) registered time-—to-degree.

An important qualification about time-to-degree data grouped by year of
completion is that even if the distribution of times—to-degree in each
entering cohort remains constant across years, reported average times-to-

degree by year of completion will change if the size of entering cohorts is



systematically changing over time (William Bowen, Graham Lord, and Julie Ann
Sosa 1991). In particular, if entering cohorts are declining in size, average
time—to-degree by year of completion will spuriously appear to increase since,
as time proceeds, those completing degrees in a given year will increasingly
come from "slow” completers from relatively large cohorts.’ During the 1972-
1988 period the annual number of doctorates conferred by top graduate programs
in the four fields under study did in fact trend downward (which suggests
either that entering cohorts were declining or that completion rates were
falling) and entering cohorts did decline in the English departments Bowen and
Rudenstine studied (Bowen and Rudenstine, Table 4.5, Figure 5.4). Hence, it
is of interest to ascertain how registered time-to—degree has varied over time
for the four fields in University X, when the data are grouped by year—of-
entry.

The answers are found in Table 2, where median and mean registered
times—to—degree, as well as completion rates, are presented for entering
classes from 1963 to 1979. Three year moving averages are used to smooth
year—to—year fluctuations; as a result, the series run from 1964 to 1978.°

These data, grouped by year—of-entering class, convey a different
picture than the data grouped by year-of-degree. There.are no discernible
trends in mean and median registered time-to-degree for mathematics and
physics students, and, at most, a slight positive trend for economics students
at University X. Times—to-degree have increased significantly for English
students at University X, but only for students who enrolled after 1970.
Finally, although completion rates fluctuate over time, again there are no
discernible trends. Hence, the econometric work that follows will be directed

as much at explaining differences in degree times and completion probabilities



across students in a given entering class, as it will be in explaining trends
over time.

Prior to undertaking this econometric research, it seems prudent to ask
whether variables that are known to, or thought to, have changed
systematically over time nationally, and that also may be postulated to affect
degree times and completion rates, have also systematically changed over time
for the four fields at University X. Three obvious candidates that come to
mind are the quality of entering graduate students, the proportion of new
graduate students that are foreign, and the proportions of students receiving
various types of financial supportf

Data on entering student quality, as measured by Graduate Record
Examination scores, and on the proportion of entering students who are U.S.
citizens and permanent residents are reported by year and field in Table 3.
Only for the field of economics is there evidence that University X's graduate
programs are increasingly attracting foreign students. In spite of well-known
fears of test score declines, the quality of University X's graduate students
(as measured by GRE scores) in these four fields has not declined over time.
Only for the field of economics has either GRE score declined appreciably over
the 25-year period and this decline in the verbal score is undoubtedly due to
the increasing proportion of foreign students in the field’s graduate program.

While the measured quality of University X's graduate students in the
four fields did not decline over the period,. the nature of their financial aid
packages did change significantly. University X provided us with data on the
major source of support received by each student who entered graduate study in
these fields during the period, for each of the individual’s (up to) first six

years of graduate study. This enabled us to compute the proportion of



students in each program receiving fellowship, research assistantship, and
teaching assistantship support during each year after program entry and these
proportions appear in Table 4 for each of the first four years of study,
grouped over time in three—year intervals.

On balance one observes fellowship support declining over time in each
year of study for economics and mathematics graduate students, and teaching
assistant support increasing (at least during students’ first three years in
the program). First-year English graduate students have tended increasingly
to be supported by fellowships and decreasingly by teaching assistantships.
However, in their second, third, and fourth year of studies these patterns
were reversed, as the probability of advanced students receiving fellowship
support decreased and their probability of receiving teaching assistantship
support increased over time.

Physics is the only one of the four fields at University X in which
research assistantships provided support for a substantial proportion of
advanced graduate students. These proportions tended to increase over time,
while the proportions of second, third, and fourth year physics graduate
students receiving teaching assistantships correspondingly decreased.
Finally, the proportion of physics graduate students who received fellowships
in each year of study declined between the mid-1960s and mid-1970s, but then

increased thereafter.

III. Econometric Estimation of Competing Risk Models

An economic model of doctoral students’ times—-to-—degree and completion
probabilities was developed by David Breneman (1976). At the risk of

simplifying, the model focuses on the effects of academic labor market
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opportunities and financial support for graduate students. Other things held
constant, improved labor market opportunities are postulated to lead students
to speed up degree progress and thus shorten times-to-degree. Similarly, the
dollar levels and types (fellowship, research assistantship, teaching
assistantship, etc.) of financial support graduate students receive are also
postulated to affect degree—times and completion probabjilities, because
financial support levels influence opportunity costs and the types of support
may directly influence degree progress. For example, teaching assistantship
responsibilities may take time away from studies while research assistant
responsibilities may (or may not) be complementary to students’ dissertation
research.

A formal dynamic model of graduate students enrolled in doctoral
programs that incorporates job market opportunities and financial support
variables is presented in the appendix. Since students can exit from doctoral
programs either by receiving their doctoral degrees or by dropping out, this
dynamic model leads naturally to the specification of a competing risks
duration model.

Table 5 presents data on the frequencies of ”"failure” times, that is
durations of years until degree completion or program dropout in the sample,
as well as data on program durations for individuals whose programs were still
in progress at the time the data were collected (1988-89). Over 70 percent of
the completers in the fields of economics, English and physics and over 90
percent of the completers in mathematics did so in six years or less. Between
89 and 97 percent of the completers, depending on the field, did so in eight

years or less.
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Approximately 50 percent of all people who dropped out of doctoral
programs in the four fields did so within their first two years of graduate
school. While it has been alleged that graduate students in the humanities
who drop out of doctoral programs do so at later stages of their programs than
do graduate students in the sciences and social sciences (Breneman 1976), one
does not observe this for graduate students in English at University x. 1
Finally, depending upon the field, between 8 to 15 percent of individuals in
the sample were still enrolled in graduate school at the time the data were
collected. These individuals are primarily people who first enrolled in
graduate programs in 1985 and 1986; they are treated as censored observations
in the estimation that follows.

The data in Table 5 are used to estimate discrete time duration models,
in which the two risks (receive a degree, dropout) are assumed to have

independent error terms. !t

Individuals still enrolled in a program are
treated as censored observations. Furthermore since no individual completed
his or her degree in two years or less in the sample, we restrict our
attention to durations of at least three years for completers. The estimation
utilizes the complete sample of completers, dropouts, and individuals still in
progress.

We assume that the hazard .function for each risk (the conditional
probability of leaving the program during the period given that the individual
remained in the program up until the period) is of a proportional hazard form
(Nicholas Kiefer 1988). We specify a flexible form for the baseline hazard.

It is allowed to differ between time periods, but is assumed to be constant

during each period.12 The length of a period is naturally set equal to a
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year. Thus, the hazard function for each risk, ), is specified to be of the

form

A(E X, B) = A (t)exp(XiB)

where X is the set of explanatory variables, and A ,(t) and § are a set of
unknown parameters to be estimated. As discussed below, both time varying and
fixed explanatory variables are included in the model. The likelihood
function we maximize and its derivation are found in the appendix.

The explanatory variables included in the model are intended to capture
the affects of student ability, financial support for graduate students, and
new doctorates’ labor market conditions, as well as a vector of other control
variables. The latter include whether the student had a masters degree at the
time of first registration in the program (MA), whether the student is a male
(SEX), whether the student is a U.S. citizen or permanent resident (CTZN), and
a time trend term (YR) to capture the effects of any omitted variables.?®

Student ability is proxied by each student’s verbal and mathematics
graduate record examination test scores (GREV, GREM). While it would have
been preferable to include other measures, such as the quality of each
student’'s undergraduate institution, his or her rank in class, and the
graduate admission committee rankings for him or her, such information was not
available to us.

Labor market conditions for new doctorates are captured by both a supply
and a salary variable. The former is the percentage of new doctorates in the
field seeking employment in the academic sector in the given academic year

(PEED). This variable (which varies each year the individual is enrolled in
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graduate school) will decline as the academic job market weakens and thus more
new doctorates are forced to seek either nonacademic employment opportunities
or postdoctorate positions; the latter in an attempt to enhance their academic

% The salary variable (for economics,

employability in subsequent years.
physics, and mathematics) is the mean starting salary for new assistant
professors in the field in the current academic year deflated by the consumer
price index (SLRY); this also is a time—varying variable. The average
graduate student stipend in University X was very highly correlated with the
consumer price index and thus attempts to also include it in the model proved
fruitless.

The financial support that the individual has received is captured each
period by the proportion of years in the program that his or her major source
of support came from receiving a teaching assistantship (PTA), receiving a
research or a graduate research assistantship (PRA), or from tuition waivers,
loans, or other means (POTH).}® The omitted category here is the proportion
of years the student’'s major source of support was from fellowships.

These source of support variables will vary across years if the
individual does not receive the same source of support each year. For
example, if the individual received a research assistantship in his first year
(PRA(1), PTA(l), POA(1l)) would equal (1,0,0). If he or she then received a
teaching assistantship in the second year (PRA(2), PTA(2), POA(2)) would equal
(%,%,0). Finally, if a teaching assistantship was again received in the third
year (PRA(3), PTA(3), POA(3)) would equal (1/3,2/3,0).

The impact of financial support on the hazards in each period are
specified in this framework to depend only on the fraction of periods to date

in which support of different types is received. So, in our example, if the
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research assistantship had been awarded in the second rather than the first
year, this would have altered the hazards in the first year but it would not
have altered the hazards in years two or three. This is a restrictive
assumption. A less restrictive approach would allow both the current period’s
type of support and the shares of different types of support in previous
periods to influence the hazards each period. Unfortunately, due to
collinearity, such an approach could not be implemented.

These major sources of support variables are available to us only for
(up to) the first six years each individual was enrolled in the program. This
creates a problem because, as indicated in Table 5, only 72 to 91 percent of
all completers (depending on the field) actually complete their programs in
six years or less (although 95 percent of all dropouts occur during this time
frame).

There are two ways to handle this problem. First, one may simply treat
individuals who complete, or dropout, in more than six years as censored
observations. This is the approach used in the estimation of the models
reported in Table 6, Second, one can assume that no student receives
financial support from fellowships, teaching assistantships, or research
assistantships after year six and then include completers and dropouts who
leave the program after their sixth year in the analysis by updating their
financial support variables in later years accordingly. This is the approach
used in the estimation of the models reported in Table 7, although we truncate
the analyses underlying this table after eight years because of the small
numbers of dropouts and completions that occur after this duration.

The pattern of results in Tables 6 and 7 are quite similar. Turning

first to the control variables, individuals who had masters degrees prior to
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entering their doctoral programs tend to be more likely to complete their
programs and less likely to dropout in any period than individuals without
masters degrees. For the most part, gender does not appear to matter,
although males do tend to complete programs more rapidly than females in
English and to have lower dropout rates than females in physics. U.S.
citizens and permanent residents tend to have smaller completion hazards
(longer durations) and larger dropout hazards (save for English) than do
foreign residents. Finally, after controlling for these variables, and the
measures of student ability, new doctorate labor market conditions, and
financial support patterns, time trends are observed in a number of hazards.
In particular, completion and dropout hazards declined over the period in both
English and physics, while the dropout hazard declined in economics and the
completion hazard declined in mathematics.

Somewhat surprisingly, for the most part students’ ability, as measured
by their graduate record examination scores, is not associated with completion
and dropout probabilities. The only exceptions are in physics, where higher
verbal scores lead to lower dropout probabilities, and in English, where
higher verbal scores perversely are associated with lower completion
probabilities. Labor market conditions for new Ph.D.s, as measured by
starting academic salaries or the proportion of new doctorates in the field
seeking academic appointments rarely influence completion probabilities.15
These results (or nonresults) may reflect the incomplete nature of the student
ability measures, the lack of data on nonacademic salaries, and the limited
applicability of the crude national new doctorate labor market conditions

measures to the doctorate students from this one elite institution.
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Of primary interest to us is the role of financial support patterns for
graduate students and here we find statistically significant results,
Relative to the omitted group (fellowship holders), students with teaching
assistantships are less likely to complete degrees in any period in economics,
English, physics, and mathematics and are more likely to dropout in any period
in physics and mathematics. Similarly, students in most fields with other
forms of support (primarily loans, tuition waivers, and self support) are less
likely to complete degrees and more likely to dropout in any period. Finally,
although the result is statistically significant for only one field
(mathematics), students with research assistantships are less likely to
dropout in any period, than students with fellowships. This result may
reflect that research assistants tend to be closely tied to individual faculty
members who may provide the student with more direction, and thus, more
attachment to the program.17

Of course, some may argue that, within a single program, financial
support is allocated by ability. Thus, if the "better” students receive
fellowships and the "weaker” students receive teaching assistantships and we
observe students with fellowships having higher completion hazards and lower
dropout hazards than those with teaching assistantships, this may tell us
nothing about the affects of support type on times-to-degree and completion
probabilities. Rather, it may simply reflect that support type is a better
proxy for student ability than are graduate record examination scores.

We might find such an argument compelling if the distribution of
graduate students by type of financial support remained constant for a field
over time. However, relatively small changes in average GRE scores of

entering students in the four fields at University X over time (Table 3) have
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been accompanied by relatively large changes in the distribution of graduate
students by types of support (Table 4). The latter have been caused by
variations over time in the proportions of graduate students supported by
federal funds at the national level. As institutional funds are substituted
for external funds, the types of support provided students have changed
(Ehrenberg 1991, Chapter 7; Ehrenberg, Rees and Brewer 1992, forthcoming).
Hence, in what follows, we shall treat the estimated effects of these
financial support variables as truly reflecting financial support patterns,

not differences in ability.IE

IV. Policy Simulations

One can use the estimates presented in Tables 6 and 7 to simulate what
the effects of differing graduate student financial support patterns are on
the proportion of an entering graduate student class that will complete
doctoral degrees, the proportion that will drop out of the program, and the
mean durations of time-to-degree and dropout.19 Initially, we present
simulations for individuals who are assumed to either always receive
fellowships, to always receive teaching assistantships, to always receive
research assistantships, or to always receive other forms of support. In each
case, estimated hazard rates are computed each period for an individual who is
assumed to have the mean value for graduate students in the field of all of
the other variables in the model.

The simulations presented in Table §, which are based on the estimates
in Table 6, focus on completers and dropouts within the first six years of
study. Individuals who might complete, or drop out after six years, are

treated as still enrolled in these simulations. Similarly, the simulations in
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Table 9, which are based on the estimates in Table 7 focus on completers and
dropouts within the first eight years of graduate study. Individuals who
might complete or drop out after eight years are treated as still enrolled in
these simulations.?

Turning first to Table 8, the simulations highlight the importance of
utilizing a competing risks model that includes completers, dropouts, and
students still enrolled in the analyses. Differences in mean times to degree,
or to drop out, across financial support patterns in these simulations are
small, with the range between the longest and the shortest estimated durations
for a field typically being between .2 and .5 years. What is remarkable,
however, is how much the different financial support patterns appear to
influence the distribution of individuals between completion and dropout
status.

For example, -out of 100 individuals who receive fellowship support each
year in physics, 78 are predicted to complete their degrees within six years,
with a mean duration of 5.28 years, while 16 are predicted to have dropped out
within six years, with a mean duration until dropout of 2.75 years. 1In
contrast, out of 100 physics graduate students who receive teaching
assistantships each year, only 32 are predicted to complete their degrees
within six years, with a mean duration of 5.38 years, while 34 are predicted
to dropout within six years, with a mean duration of 2.79 years.21 The
differences in mean durations that occur between the two different financial
support patterns are very small, but the changes in the number of completers
and dropouts that occur are dramatically large.

0f course, the change in the mean duration of completers is limited by

2

the truncation in Table 8 at durations of six years.2 When we extend the
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simulations in Table 9 to consider individuals who complete degrees or drop
out in eight years or less, slightly larger changes in mean durations do
occur. For example, when we move from all fellowship support to all teaching
assistantship support for an entering class of 100 students in physics, mean
duration for completers rises from 5.46 to 5.80 years and mean duration for
dropouts rises from 2.75 to 3.14 years. These changes are again dwarfed,
however, by the vast reduction in the number of completers (from 82 to 44) and
increase in the number of dropouts (from 16 to 37) that occur.?

In general, the simulations in both Tables 8 and 9 suggest that
fellowships and research assistantships increase completion rates and decrease
dropout rates relative to teaching assistantships and to all other forms of
support. While changes in financial support packages are associated with
changes in mean durations for both types of exit from graduate study, we
emphasize again that the effects of financial support are felt primarily
through their influences on the shares of students who complete their degrees
or drop out.

In addition to performing ”"all or nothing” simulations, one can also use
the estimates in Tables 6 and 7 to simulate how changes in the time patterns
of different types of support will influence mean durations and completion and
dropout probabilities. For example, Table 10 presents simulations of the
numbers of completers and dropouts within six years (and their respective mean
durations) for an entering class of 100 mathematics graduate students in which
these students are assumed to receive fellowships for one year in the program
and teaching assistantships in all other years. The question asked in the

table is whether the year that fellowship support is received matters?
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The results suggest that the earlier that the year of fellowship support
is received, the higher the completion rate and the lower the dropout rate
will be. For example, providing the students with fellowships in the first
year rather than in the fourth year is predicted to raise the number of
completers from 54 to 60 and reduce the number of dropouts from 41 to 35,%
The mean duration for dropouts is correspondingly predicted to rise by .6

years (with fellowships in the initial year dropouts occur later), while the

mean duration of completers is predicted to fall by .06.%

V. Concluding Remarks

We have provided evidence for doctoral students in four fields at
University X that their completion rates, their dropout rates, and the mean
durations of their times-to—completion and to dropout are all sensitive to the
types of financial support the students received. The impact of financial
support patterns on the fractions of students who complete and drop out of the
programs is much larger than its impact on mean durations of times—to-degree
or to dropout. Previous studies that have focused solely on times—to-degree
for completers may thus have missed the more important role that financial
support patterns play in facilitating the production of doctorates from a
cohort of entering graduate students.

Our study is, of course, a study of only one institution’s experiences
in selected graduate fields. Would similar results be found for other fields
and institutions? Do differences in the sensitivity of outcomes to financial
support patterns across fields at this one institution reflect differences in
the nature of graduate programs and the types of students who enroll in each

program, or do they reflect the fact that the “quality” rankings of these four
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fields at University X vary substantially? To answer such questions requires
that our analyses be replicated at other institutions and for other fields.?®

While we have successfully identified the effects of financial support
patterns on these outcomes, we have not found much evidence that either
student ability or labor market conditions for new doctorates influence
doctoral student completion rates or degree times. Better measures of the
labor market conditions facing new doctorates at individual institutions are
obviously required. While it is conceivable that graduate student quality
within a field at an elite institution may vary too little to enable one to
isolate "quality effects”, our sense is that efforts to obtain additional
quality measures, such as undergraduate institutional quality, undergraduate
grade point averages, and admissions committee ranking scores might prove
fruicful.

Given the projections that Bowen and Sosa and others have made that
there is likely to be a shortage of new American citizen and permanent
resident doctorates starting in the mid-1990s, the issue arises as to whether
the federal government, corporations, and private foundations should be
encouraged to increase their funding of fellowships and research assistants to
help avert such a shortage. Of course, as long as salaries are free to rise,
shortages will eventually be eliminated. Concern over potential shortages of
doctorates in academe occurs both because academic institutions may not
possess the resources to increase faculty salaries substantially, and because,
even if they do, the time it takes graduate students to complete doctoral
degrees is sufficiently long that an increase in graduate enrollments in
response to a salary increase would increase the supply of new doctorates only

many years later. Thus, if shortages do materialize in the future, they may
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persist for a number of years. Hence, taking actions now to increase the flow
of doctorates may be required.

Evidence presented by one of us elsewhere suggest that an increase in
externally provided funds for graduate student support would not induce
universities to reduce their own support for graduate students (Ehrenberg,
Brewer, and Rees 1992, forthcoming). That is, the additional funds would be
used for their intended purposes. The evidence we have presented here
suggests, at least for graduate students in the four fields at University X,
that increased fellowship and research assistant support would lead to
increased Ph.D. completion rates, lower dropout rates, and some reductions in
durations of time—to—degree.27

While these reactions, in themselves, would help increase the flow of
new doctorates that would derive from a given size entering cohort of graduate
students, increases in the number of fellowships and research assistantships
provided for graduate students should also lead to an increase in the number
of students that enroll in doctoral programs. This should occur both because
of the direct impact of increased availability of these types of financial
support on the opportunity cost of graduate study and because of their
indirect impact on opportunity cost via their reducing times to degree and
increasing completion rates. Unfortunately, empirical evidence on the
magnitude of these responses is virtually nonexistent (Ehrenberg 1991, Table
8.1). Research on these responses should be high on the agenda for those
concerned with academic labor supply issues (Ehrenberg 1991, Chapter 10).

Finally, we must stress that our research has addressed the importance
of the type of financial support students receive. It has not addressed how

the dollar level of support, measured either in real terms or relative to the
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salary level of new doctorates influences the propensity of people to apply to
and enter doctoral programs, and also doctoral students’ times—to-degree and
completion rates. As noted above, the average graduate student stipend in
University X was very highly correlated with the consumer price index during
the period our data span and thus attempts to include the former in our model
proved fruitless.

While higher stipend levels should encourage more students to enroll in
doctoral programs, their affects on times—to—degree and completion rates are
uncertain. On the one hand, higher stipend levels should serve to reduce
students’ financial worries and, by eliminating their need to turn to part-
time nonacademic employment for additional support, should speed up degree
progress. On the other hand, higher stipend levels relative to new doctorate
salaries reduce the incentive students have to rapidly complete their
programs, and thus may actually slow down degree progress. Hence, the effect
of higher stipend levels on the supply of new doctorates is a priori uncertain

and empirical research on this issue is also required.
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Eootnotes

1. See Ronald G, Ehremberg (1991) for a less pessimistic view of the
future.

2. Nationally, median total time—to~degree (the length of time between
an individual's receipt of a bachelor’s degree and his or her receipt of a
doctoral degree) has risen by even more than median registered time—to-degree
in most fields (Ehremberg 1991, Table 7.4). Among the factors response for
this increase is that individuals are increasingly delaying entry to graduate
school (Ehrenmberg 1991, Table 7.5).

3. The law school data come from Barron's (1986) and the medical school
data from American Medical Association (1988). The MBA data are "guestimates”
provided by James Schmotter, Associate Dean at Cornell’s Johnson School of
Management.

4. See Ehrenmberg (1991), pp. 190-194, for a complete description and
critique of these studies.

5., While time—to-degree equations can be estimated using linear
regression models, or generalizations such as the Tobit model which permits
the specification of lower (or upper) bounds on completibn time, these are not
the appropriate statistical methods to use for two reasons. First, such
analyses of time-to-degree for completers from a given entry cohort ignore the
experience of individuals from the cohort who are still enrolled in the
program and who ultimately may complete their degrees. Other things held
constant, the latter group will obviously have longer times—to—degree and
eliminating them from the sample will understate average time—to—degree and

may lead to biased coefficient estimates.
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Second, to the extent that the whole time path of types of financial
support (e.g., fellowship, research assistantship, teaching assistantship)
that a student receives influences his or her progress through doctoral study
and current and expected future labor market conditions influence a student’s
decision as to how rapidly to begin, and complete his or her dissertationm,
times—to—degree will depend on entire sequences of financial support and labor
market condition variables. The number of years of data in the sequence
"relevant” to any person will depend on the number of years it takes the
individual to complete his or her degree. However, the latter is the outcome
one is trying to explain so that obvious simultaneity problems will exist.

A simple numerical example illustrates this point. Suppose that
financial support does not influence time—to-degree, that all students receive
assistantships for their first 4 years of graduate study and no support
thereafter, and that times—to—degree randomly vary across students and are
either 4, 5, 6, or 7 years. Given the way support is allocated, the
proportion of years support is received would be 1.0, .8, .67, and .57,
respectively, for students who receive degrees in 4, 5, 6, and 7 years.
Regressing time—to-degree on proportion of years support-was received would
lead to a negative relationship even though by assumption support has no
affect on time—to—degree.

To avoid these problems, one can estimate “duration” or "hazard
function” models. Rather than directly estimating time—to—completion
equations, one estimates the probability that an individual will complete his
or her degree in a given year and the probability that he or she will drop out
of the program in a given year, both conditional on the student’s having

"survived” in the program up until that year. Because the focus is on
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conditional probabilities in a year, both completers and dropouts in the year,
as well as those individuals with degree programs still in progress, are
included in the analysis. Because each individual/year observation is
"treated” as a separate observation in the analysis, this method permits time
varying covariates and the researcher can "update” the financial support and
labor market condition variables that a student faces each year.

Booth and Satchell have also estimated a competing risk model. However,
their financial support variables are not permitted to be time varying and
they use a different econometric approach than we do.

6. All four of these graduate programs at University X were ranked in
the top 20 nationwide, in terms of the quality of their faculty, in the last
national ranking of graduate program quality (Lyle Jones, Gardner Lindzey and
Peter Coggeshall 1982).

7. A simple numerical example illustrates this point. Suppose that all
entering students receive degrees, that (unrealistically) half of each year's
entering doctoral cohort complete in one year, and the other half complete in
two years. Average time to degree by year of entering cohort is thus constant
at 1.5 years. Suppose that, in years 0 and 1 (and all previous years),
entering cohort size is 100. The table below shows that reported time to
degree by year of completion will increase from 1.5 to 1.526 years if starting

in year 3, entering cohort size decreases by 10 percent per year.

Entering No. Who Will No. Who Will Average Time to
Cohort Complete Complete Degree of Completers
Year Size int+ 1 int + 2 in the Year

0 100 50 50 1.5 ({50 x 1] + {50 x 2])

1 100 50 50 1.5 ({50 x 1] + [50 x 2])

2 90 45 45 1.5 ([50 x 1] + {50 x 2])

3 81 40.5 40.5 1.526 ([45 x 1] + [50 x 2])

4 72.9 36.45 36.45 1.526 ({40.5 x 1] + {45 x 2])
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8. The analyses end with the entering class of 1978 to avoid truncation
problems. The data were collected at University X in 1988-89, hence only
individuals who had received their degrees in 10 years or less would be
included as completers from the class of 1978. As noted below, over 99
percent of degree recipients in each field received their degrees in 10 years
or less.

9. See Ehrenberg 1991, Chapters 7 and 8, for a discussion of how these
variables have trended nationally.

10. The comparisons across fields in Table 5 are confounded by
variations in quality, or prestige, across the four programs. In recent
years, English has been the most highly related program of the four.

11. Although we do not do so here, it is straightforward conceptually
(but computationally more difficult) to allow the two risks to have correlated
error terms.

12, A, Han and J.A. Hausman (1990) present a similar specification in
which the baseline hazard is not necessarily constant within each period, but
rather to be linearly changing with time within each period.

13. Data limitations preclude us from including other variables that
might be postulated to also influence completion rates and degree times.
Examples of such variables are marital status, number of dependents, age, and
whether the individual’s undergraduate field of study is the same as his or
her doctorate field.

14, See Ehrenberg (1991, Chapter 7) for a discussion of the role of
postdoctorate positions in the academic marketplace. Other possible measures
of academic labor market tightness exist. These include the actual sectors of

employment of new doctorate recipients with definite employment commitments,
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the share of new doctorates with definite postdoctorate positions, and the
unemployment rates of new doctorates who sought employment. Like the measure
we employ, these all might well be considered endogenous; they all depend upon
the decisions of potential new doctorates whether to postpone completion of
their program. Moreover, none of these alternative measures is available back
through -the mid-1960s, as is PEED.

15. Graduate research assistantships differ from research assistantships
in that the former, found in some government programs, are intended primarily
to benefit the recipient and not primarily to enhance a faculty member’s
productivity.

16. Preliminary analyses suggested that the included labor market
conditions variables never influenced the dropout hazards and they are omitted
from the specifications reported here accordingly. Attempts to include an
alternative earnings measure in the dropout hazards (starting salaries for
MBA's) in the economics field equation also failed to yield significant
results,

17. Faculty with research grants typically "hand-pick” their research
assistants and, since it is desirable to employ an assistant over a number of
years, they are likely to choose people who they believe have (unobservably to
us) low probabilities of dropping out.

18. One extension warrants being briefly reported here. Requirements
for the Ph.D. often change over time for a given field. For example, during
the period the field of economics introduced core requirements in micro-
economics, macroeconomics, econometrics, and mathematics, eliminated its
language requirement, and reduced the number of subject matter areas (e.g.,

labor, development, trade) students were required to study from three to two.
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Such changes potentially may affect completion rates and degree times.
However, when attempts were made to model such changes by using dichotomous
variables to indicate "regime” switches, no significant effects were found.

19. One can also see how well the estimated models predict within the
sample from which they are obtained. The predicted frequencies of “failure
times” in the sample correspond very closely to the actual frequencies that
are reported in Table 5. The models fail to predict well only for the long
durations (for which the actual number of observations are quite small).

20. As Table 5 indicates, about 99 percent of all dropouts and 89 to 97
percent of all completers in the sample did so within eight years.

21. In the former simulation, six students are censored (still
enrolled), while in the latter 34 are censored.

22. As Table 5 indicates, between 9 to 18 percent of completers, by
field, have durations of greater than six years.

23, In the former simulation, two students are censored, while in the
latter 19 are censored.

24. In the former simulation, no students are censored, while in the
latter two are censored.

25, One can also use the estimates presented in Tables 6 and 7 to
simulate the effects of changes in new doctorate labor market comditions on
times—to—degree and completion rates. However, since the labor market
variables never proved significant in the tables, we do not present such
simulations here.

26. We intend in subsequent research to pursue similar analyses for two

engineering fields at University X.
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27. Concern over projected shortages typically relates to projections of
shortages of American citizen and permanent resident doctorates. The
estimates reported in the text are for all graduate students., However, when
one restricts the analyses to graduate studens who are American citizens and
permanent residents, one obtains very similar results (for example, contrast

the estimates in Table 6 with those in Table Al).
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Mean Graduate Record Examination Scores and Proportiomn of

Residents, by Year of Entrance and Field for University X

Table 3

Entering Classes That are U.S. Citizens or Permanent

(3 Year Moving Averages)

Economics English Physics Mathematics

e V__GRE T G GREM CI REV__GRE R R
1963 - - W71 703 574 .92 658 752 .79 - - .75
1964 - - .76 716 596 .94 661 749 .83 - - .71
1965 661 681 .72 732 613 .96 662 753 .86 640 744 .71
1966 628 672 .69 727 610 .97 643 750 .91 652 755 .74
1967 643 678 .66 724 604 .95 639 750 .91 652 755 .75
1968 630 675 .66 717 597 .88 634 746 .90 661 766 .68
1969 630 670 .52 715 601 .84 643 749 .90 661 765 .64
1970 618 669 .51 720 605 .85 659 760 .88 675 780 .67
1971 617 675 .54 713 620 .92 653 761 .85 679 782 .71
1972 617 686 .65 713 615 .95 645 760 .83 648 778 .78
1973 581 684 .53 704 610 .95 617 754 .77 620 761 .80
1974 550 667 .44 705 600 .92 629 765 .77 626 764 .77
1975 561 668 .51 716 609 .93 631 772 .75 631 776 .68
1976 577 680 .65 716 590 .98 651 769 .83 645 779 .51
1977 610 693 .69 731 572 .96 637 764 .80 621 777 .50
1978 587 707 .64 735 576 .94 639 765 .83 578 767 .43
1979 598 709 .61 741 576 .91 632 765 .82 555 772 .54
1980 541 713 .55 738 593 .89 638 767 .78 567 767 .56
1981 523 693 .54 741 590 .78 645 764 .78 612 768 .65
1982 514 693 .52 729 600 .76 651 764 .70 607 755 .71
1983 547 701 .53 716 594 .74 659 760 .76 571 742 .76
1984 557 721 .39 714 599 .84 654 764 .71 593 741 .78
1985 567 726 .34 714 608 .90 652 767 .74 601 754 .73
1986 570 723 .32 722 624 .97 649 772 .71 635 764 .75
1987 611 721 .38 707 610 .99 649 771 .78 620 774 .80
Where GREV = mean GRE verbal scores

GREM = mean GRE mathematics scores
CIT = proportion of entrants who are citizens or permanent
residents



Table &

Distribution of University X’s Graduate Students
by Major Source of Support

.00

Academic

Years FL1 FL2 FL3 FL4 TAl TA2 TA3 TASG RA1 RA2 RAS RAL

A) Economics
65-67 .61 .56 .35 .35 .33 39 A7 W47 .00 .00 .06
68-70 .M .60 .67 .50 W2 .33 Al .25 .00 .00 .03 .00
n-73 .55 .49 .35 .39 .35 49 .59 39 .00 .00 .00 .00
74-76 A7 .23 .28 .13 .38 T4 .65 .52 .00 .00 .07 .09
-7 .40 .27 .18 .26 .45 .54 .55 .54 .00 .10 .1 .06
80-82 43 .24 .09 .28 41 .63 .80 .55 .00 .02 .00 .00
83-85 .35 .23 .26 .10 .28 52 .59 .70 .00 .02 .03 .10
846-88 42 36 A7 .09 47 .57 .58 45 .00 .00 .00 .09

B) English
65-67 .69 49 .57 .60 .23 41 .31 13 .00 .00 .00 .00
68-70 .87 .67 N .72 .09 .30 .21 A7 .00 .00 .00 .00
71-73 .76 .56 .43 .29 W14 .38 W47 .55 .00 .02 .00 .00
74-76 67 .14 A7 .32 .13 .83 .63 .61 .00 .00 .00 .00
mn-m .66 .10 .12 21 .05 .82 .82 .68 .00 .00 .00 .00
80-82 72 .1 .09 .24 .19 .89 .85 .61 .00 .00 .00 .03
83-85 .84 .22 4 .26 4 gl 76 .63 .00 .02 .00 .00
85-88 80 .27 .43 3 .13 .67 .57 .62 .00 .00 .00 .00

C) Mathematics
65-67 .46 .37 41 42 49 49 .36 3 .04 .06 16 21
68-70 .26 37 34 .09 .69 .59 .50 .63 .00 .00 .05 .13
71-73 19 17 .18 .07 76 .69 .62 .68 .02 .03 .06 .07
74-76 4 .23 A7 -1 .86 Bl Ned .82 .00 .00 .00 .00
-7 .09 14 A7 .10 .91 .78 .83 .65 .00 .00 .00 .20
80-82 W14 .15 W07 .23 .84 76 7S .55 .00 .00 .07 .18
83-85 A .06 .06 .19 .89 .85 .88 .55 .00 .00 .06 .19
85-88 .23 .00 .00 .00 77 1.00 91 .00 .00 .00 .00 .00

D) Physics
65-67 .38 30 34 .29 .59 .61 34 16 .01 .05 .30 .51
68-70 .29 .18 11 .13 .69 76 .55 .23 .01 .07 .33 .59
71-73 .19 19 .21 .25 .79 .66 .28 .09 .02 W5 47 .61
74-76 .06 .09 A .09 .87 .66 .25 .07 .06 .25 .59 .76
-7 .18 .20 A7 .06 7S .55 .18 .04 .04 .25 .65 .84
80-82 .22 .23 .18 .10 .78 .54 .16 1 .00 2 .66 ™
83-85 .26 .23 .20 A2 .73 .52 .15 .05 .01 .24 .64 s
86-88 .32 .35 .30 .32 b4 .38 .04 .05 .04 .27 61 .45

where FLJ - proportion of students in their jth year of study with fellowships
8s their major source of support that year

TAJ - proportion of students in their jth year of study with teaching
assistantships as their major source of support that year

RAJ - proportion of students in their jth year of study with research
assistantships as their major source of support that year

Source: Authors’ calculations from data provided by the Graduate School of
University X. FLJ, TAJ, and RAJ may sum to less than unity in each
year because of the presence of students whose major sources of
support are loans, tuition waivers, and other means.



Table 5

Frequencies of "Failure" Times in the Sample

Duration Economics English Physics Mathematics
COMPLETERS 3 12 (.08) 19 (.09) 7 (.02) 15 (.09)
4 41 (.35) 50 (.34) 33 (.10) 43 (.34)
5 31 (.55) 49 (.58) 122 (.41) 74 (.79)
6 27 (.73) 29 (.72) 123 (.72) 21 (.91)
7 17 (.84) 24 84) 56 86) 12 (.93)
8 8 (.89) 17 (.92) 32 (.95) 4 (.97)
9 7 (.94) 10 (.97) 9 (.97) 1 (.98)
10 3 (.96) 1 (.98) 6 (.98) 1 (.99)
>10 6 (1.00) 4 (1.00) 6 (1.00) 2 (1.00)
152 [.48) 203 [.56]} 394 [.59] 173 .54}
DROPOUTS 1 42 (.30) 25 (.21) 43 (.24) 31 (.27)
2 33 (.54) 29 (.45) 56 (.56) 32 (.55)
3 24 (.71) 18 (.60) 39 (.77) 17 (.70)
4 16 (.82) 23 (.79) 17 (.87) 17 (.84)
5 12 (.91) 11 (.88) 8 (.92) 8 (.90)
6 9 (.97) 7 (.94) 8 (.96) 6 (.95)
7 3 (.99) 4 (.97) 6 (.99) 3 (.98)
1 (1.00) 1 (.98) 1 (.99)
9
10 1 (.99) 1 (1.00) 1 (1.00)
>10 1 (1.00)
140 [.44]) 120 .33} 178 [.26] 116 [.36]
CENSORED 3 1
4 11 13 23 10
5 11 11 34 13
6 3 11 18
7 3 16 2
8 3 6
>8 3 1
26 {.08] 41 [.11} 101 [.15] 30 {.09]
Total 318 364 673 319

where ( ) cumulative share of the category’s observations for the field
] share of the category in total observations for the field

Source: Authors’ calculations from data provided by the Graduate School of
University X.
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Table 8

Policy Simulations: Completers and Dropouts After Six Years
Under Various Financial Assistance Scenarios for an
Initfal Entering Class of 100 Students

All All All All
Fellowship Teaching Asst. Research Asst. Other Support

Economics
Completers

Number 63 27 76 42

Mean Duration 4.54 4.89 4.76 4.83
Dropouts

Number 37 52 12 54

Mean Duration 2.62 2.85 2.83 2.85
Truncated (Still Enrolled)

Number 0 21 12 14
English
Completers

Number 63 47 - 18

Mean Duration 4.59 4.89 - 5
Dropouts

Numbe r 33 30 - 32

Mean Duration 2.91 3.23 - 3.38
Truncated (Still Enrolled)

Number 4 23 - 50
Physics
Completers

Number 78 32 77 11

Mean Duration 5.28 5.38 5.30 5.45
Dropouts

Number 16 34 11 59

Mean Duration 2.75 2.79 2.91 2.68
Truncated (Still Enrolled)

Number 6 34 12 30
Mathematics
Completers

Number 80 46 100 25

Mean Duration 4.33 4.85 4.82 4.84
Dropouts

Number 20 45 0 66

Mean Duration 2.30 2.84 - 2.80
Truncated (Still Enrolled)

Number 0 9 0 9

Source: Authors’ calculations based upon estimates reported in Table 6 and imdividual
observations for University X.



Table ¢

Policy Simulations: Completers and Dropouts After Eight Years
Under Various Financial Assistance Scenarios for an
Initial Entering Class of 100 Students

All All All All
Fellowship _Teaching Asst. Research Asst. Qther Support

Economics
Completers

Number 48 15 87 28

Mean Duration 6.52 6.60 6.62 6.57
Dropouts

Number 48 59 13 58

Mean Duration 3.44 3.22 3.31 3.29
Truncated (Still Enrolled)

Number 4 23 0 14
English
Completers

Number 67 59 - 26

Mean Duration 4.75 5.29 - 5.46
Dropouts

Number 33 34 - 34

Mean Duration 2.91 3.28 - 3.74
Truncated (Still Enrolled)

Number 0 7 - 40
Physics
Completers

Number 82 44 87 24

Mean Duration 5.46 5.80 5.48 6.00
Dropouts

Number 16 37 11 55

Hean Duration 2.75 3.14 2.91 3.24
Truncatad (Still Enrolled)

Number 2 19 2 21
Mathematics
Completers

Number 80 52 100 29

Mean Duration 4.29 5.02 4,51 5.24
Dropouts

Number 20 46 0 67

Mean Duration 2.30 3.04 - 3.09
Truncated (Still Enrolled)

Number 0 2 0 4

Source: Authors' calculations based upon estimates reported in Table 7 and individual
observations for University X,



Table 10

Policy Simulations: Completers and Dropouts After Six Years
for an Initial Entering Class of 100 Mathematics Graduate
Students if All Students Are Awarded Fellowships in Their

jth Year of Study and Teaching Assistantships in ALl Other Years

First Second Third Fourth Fifth Sixth

Year Year Year Year Year Year

Completers

Number 60 58 55 54 52 48

Mean Duration 4,70 4.74 4.73 4.76 4,85 4.90
Dropouts

Number 35 37 40 41 43 45

Mean Duration 3.06 2.76 2.65 2.66 2.72 2.84
Truncated (Still Enrolled)

Number S S S 5 5 7

Source: Authors’ calculations based upon the estimates reported in Table 6
and individual observations for University X.
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Appendix'

I. The Structural Model

In what follows we concentrate on individuals enrolled in a graduate
program, their effort levels each period and their decisions whether to complete
the program or to quit before receiving their Ph.D. degrees. For the purposes
of this study, we assume that the process terminates when one quits or receives
his or her Ph.D. degree.

Time is taken to be discrete. We denote the time interval by t=1,2,...
At each time interval an individual can be characterized as (i) a graduate
student, denoted by g, (ii) a drop out, that is, having quit without receiving
a degree, denoted by q, and (iii) a Ph.D., that is, having successfully completed
one'’s studies, denoted by p.

Let Z(t) be a binary indicator denoting the status of an individual at time
period t. We let Z(t)=0 if the person is a graduate student, and Z(t)=1l if not.
Notice that if Z(r)=1 for some 7, then Z(t)=l for all t=r. That is, people who
have dropped out of the program are assumed never to reenter.

We start by assuming that each individual seeks to maximize the expected
present value of income, discounted to the present; at some rate Be(0,1), over
an infinite horizon (Al).

While in the program the student has to choose a level of effort each
period denoted by e,. We assumed that there is a minimum level of effort, e,
required each period for the person to remain in the program. Furthermore, we
assume that to successfully complete one'’s studies and receive a Ph.D. degree,

a cumulative effort level of at least E is required. We also assume that the
effort level at each time period lies in the interval [O,E,) where 2&5&. The

last assumption assures that no individual finishes a Ph.D. in less than two

years (which is the minimum length of degree program observed in our data).
Effort is assumed to be costly and the cost function associated with effort

at time t is denoted by C(e). This function is assumed to be a twice

continuously differentiable function of effort level with C'z0, C’’'20, and C(0)=0

'This appendix was written by Panagiotis Mavros and will appear in his
forthcoming Cornell Ph.D. dissertation.
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(A2). Note that a person who leaves the program, either by dropping out or
receiving the Ph.D., exerts no additional effort from that time and thus reduces
his or her future cost to zero.

At the end of each period the student knows the level of cumulative effort

E=Z,e, extended over the periods he or she was enrolled where EG[O,E] with E<e.

Furthermore at the end of each period, each individual is informed as to whether
he or she is eligible to receive a Ph.D. degree. In other words, the student is
informed about the value of the binary indicator d defined to be d=1 if the
student is eligible for the Ph.D. and d-0 if not.

In addition, at the end of each period, each individual still enrolled in
the program receives a pair of offers, f and R. We let f denote the amount of
financial aid the student receives i1f he or she decides to continue in the
program for another year, while R denotes the constant income the individual
would receive each period if the individual does not continue in the program,
either by quitting or completing graduate studies. Consequently R=dR+(1l-d)R,
where R, and R, represent the offers received in case the Ph.D. degree is
received, or the individual decides to drop out, respectively. It Is assumed

that RE[0,R] where R<w.

The pair of offers f and R along with the realization of 4 will be called
an event and be denoted by x=(f,R,d). With respect to the occurrence of such
events we assume that an event occurs with certainty to those continuing in the
program at the end of each time period, while once a person has left the program,
no event occurs (A3).

Let s be defined as s=(x,E). Knowledge of s would imply knowledge of an
event as well as of the cumulative effort level up to that time. With respect
to s we assume that each s=(x,E) is an 1independent random draw from a known
distribution Q(sls’,a) that defines the transition probabilities to state s given

that the current state is s’ and that action a was taken (A4). We write

Q(s|s’,2)=P (L) G(x|s’,2)=G(x|s’,a)

where we assume that G(x|s’,a) has the compact support



X = ((£,R,d)eR’ : £e[0,£,], RE[0,R], d(0,1)}

for all s’ and a and Q(s]s’,a) has the compact support

S - ((x,E)e® : xeX, E€[0,E])
for all s’ and a.

Notice that P(ly,..,) 1s always equal to one since E’ represents the
current level of cumulative effort, e the choice of effort to be put forth in the
next period and therefore at the end of the next period E~E’+e with certainty.

With regard to the structure of G(x[ -) the following will be assumed. The
distribution G(x) can be written as G(x)=G(f,R)=H(f) -J(R) where H(-) and J(-) are
the marginal distributions of f and R respectively. Furthermore let P(d=1)
denote the probability that a Ph.D. degree is awarded, which depends on the
cumulative effort level. Then J(R)=P(d=1)J,(R)+(1-P(d=1))J (R,) where J,(-) and
J,(+) are the distributions of R, and R; respectively.

The decision process of an individual can now be described. The individual
at the end of each period (while in a graduate program) observes the state
s=(x,E) of an event x=(f,R,d) and the cumulative effort level. Given this he or
she chooses an action denoted by a-=(2,e)€{0,1)x[0,E,] and receives a reward
r(s,a) until a new event occurs. Consequently we assume that the action space

is given by (A5)
A = {(Z,e)ER’ : Z=0 & e€[0,E,] or Z=1 & e=0}.

and that the reward rate r(s,a) that one receives in state s when action a is

taken, is given by (A6)

r(s,a) = r(x,a) = (1-Z)(£-C(e)) + Z(dR; + (1-d)R,).

A policy = is a sequence of functions, that is #={m,,7,..., 7, ...}, where
x, is a Borel measurable map on (SXA)"xS into A. A poliey n is Markovian if for

each n, #x, 1s a map on S into A. Furthermore a policy is stationary if it is
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Markovian and if in addition n=r ¥n. Given some policy x and an initial state

s, the total expected discounted reward is given by

I"(s) = Zqo B E} r(s,,a)

x

= I B E r(%,a).

where ET and E: denotes expectation under x and s or x respectively.

With the assumptions we have made it is straightforward to show that

Proposition 1:

(i) the optimal discounted reward is a continuous function on S satisfying
V(s) = max, { x(s,a) + g V(y) dG(y[s,a) ). (%)

(ii) There exists a Borel measurable function «' on $ into A such that a-x'(s)
maximizes for each s the right side of (*). The stationary policy following x

is optimal.

Proof: This proposition is a direct application of theorem 3.3 in
Bhattacharya and Majumdar (1989). One only needs to check whether the required
conditions are satisfied in the present case. The conditions imposed there are
Cl: The state space S is a non-empty Borel subset of a complete separable metric
space. The action space A is a compact metric space.

C2: The reward rate r(s,a) is continuous on SxXA. Also
U(s) = B, £ 1i(s) <= (s€s)
where

To(s) = sup,, |x(s,a)]

i (s) = supe, | 1 (y) dG(yls,a)  (k=0,1,2,...).
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C3: (s,a) - f é(y) dG(y]s,a) is continuous on SxA for all Borel measurable ¢
satisfying |¢(s)| = U(s)+l for all seS.
Condition Cl holds under A4 and AS. Condition C2 holds under A4, and A6.
Condition C3 obviously holds.

Let o(f,R,d) be defined as

@(f,R,d) = maxV(s|Z=0,e) = V(s|Z=0,e")

where the maximization in the second expression takes places over e€[0,E,], and
e’ is the argument that maximizes the expression. This is the total discounted
reward if the current state is s=(x,E) and the individual takes action Z=0 now,
while future actions will be taken according to the optimal strategy. Define in

addition to this the function w(x) to be
w(f,R,d) = R/B- o(f,R,d).
Then the optimal policy can be characterized.

Proposition 2: The optimal policy has the following form. There exist the
function w(f,R,d) on S, such that the Borel measurable function x with

a=n'(s)=n"(x) in proposition 1 (ii), is defined as

0,e) if w(f,R,d)=<0
a = (z,e) = n(f,R,d) =
(1,0)  1if w(£,R,d)>0

Proof: Notice that R/ﬂ is the total discounted reward that the individual
will receive if the current state is s=(x,E) where x=(f,R,d) and he chooses an
action Z=1, and e=0. That is V(le-l, e=0) = R/ﬂ.

Similarly we construct the total discounted reward if the current state is

s=(x,E) where x=(f,R,d) and the individual takes an action Z=0 now, while future
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actions will be taken according to the optimal strategy. That was defined earlier
as ¢(f,R,d).

Obviously the individual's optimal choice given a state s=(x,E) at each
time period will be to remain in the program if R/ﬂ5¢(f,R,d), and to withdraw
otherwise. Once withdrawal has occurred the individual remains out of the

program for ever.

It would be of interest to consider the sample path and the transition
probabilities from one point of the sample path to another. As mentioned in the
beginning of the appendix an individual at each time period can be characterized
in three different ways denoted as g, q,and p. The transition probabilities from

one point to another are defined in the following proposition.

Proposition 3: The transition probabilities p,{t) from state i to state j where
i,j=g,q,p at time t are given by

g p q
4 Pee(t) Pa(t) PaslT)
P 0 1 0
q 0 0 1

where  pg(t) {1-P(d=1)]Pr(w(x)=0)

P(d=1)

Pee(t)
Psa(t)

{1-P(d=1) ]Pr(w(x)>0)
where Pr(d=l) is the probability that a Ph.D. degree is awarded and Pr(w(x)s0)
the probability that the individual will continue in the program given that the

Ph.D degree was not awarded.

Proof: It is apparent under the above mentioned assumptions.
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OQur goal is to estimate the transition probabilities from one state to
another on the optimal sample path. Notice that the model does not impose any
restrictions on the functional forms of these probabilities. It does suggest
though that both the probability of receiving the Ph.D, and the probability of
continuing in a program conditional on d=0, depend on the cumulative effort
level, and through this, on the time spent in a program. Keeping this in mind
we proceed to estimate the transition probabilities, by making some apriori
assumptions about their functional form. In the following section we specify the

model and the estimation procedure that we follow.

II. cification and Estimatjon of the Competi sks Model

From the analysis so far, it should be clear that an individual might be
out of the program either because the individual dropped out before receiving the
Ph.D degree, or because the individual received a Ph.D degree. As such, it is
appropriate to utilize a competing risks model.

Let j=1,2 denote the two causes for terminating the process. What is
recorded with respect to a spell is whether failure or censoring occurred in any
of a set of disjoint intervals of the form [a,,, a,) where t=1,2,...,K, a,=0 and
a=o., The index t=1,2,3,...,K is also used to denote time period. We assume

that the cause specific hazards are of the proportional hazard form. That is,

Pr(T€la.,, a)|Tza_ ) = A'(t,X,,8)

= M(E)B(X, 1, A) = A(t) expX, 4]

where X;, denotes the vector of covariates for the j™ risk at time period t. The
vector of covariates will be assumed to be constant within each time interval.
With respect to the time path of the hazard we assume that the hazard is constant
within each time interval but is allowed to vary among time periods.

Given the above assumptions the integrated hazard (A'y and the survivor

function (S') at time period t are defined as



a
A(e X, L8) - Jot A(u) explX,.8,] du
a4
- I J A(w) exp(X, 8] du
5.

= 3., la,-a,,] A(s) exp(X, 8]
and  8'(t,X, ,8)) - exp[-A(£,X,,8)].

Using the above and introducing the transformation s,-lnAJ(t,X,'t,ﬂ,.) we can see
that Pr(T2>t) =~ Pr(c,ZlnA’(t,Xj_,,ﬁJ) where ¢, has a type I extreme value
distribution.

In the competing risks framework, one can think of an observed duration as
the minimum of a number of different possible failure times. That is, if ome
observes a duration of t;, time periods where failure was due to the first cause
then we think of it as being t=min{t,,t,}. If an observation is censored at time
period t then we only know that both durations are larger than t-1 periods.

Consider now the case where a failure of type one is observed in the
interval [a,,a,). This implies that the unobserved failure of type two is
greater than the observed failure time for every point in the specified interval.
The probability term that such an event contributes to the likelihood is the

Pr(a, ,<T,<a, and T,>T,) which is given by

JlnA‘(c.x....ﬁ.) r
P, (§) = f(e,,g,) deyde,
1nA‘(t'1-X|,z-|r/3|) g(e,)

where f(e,,e,) 1s the joint distribution of the errors ¢, and ¢,, which may be
specified to allow for correlation among the disturbances. The term § denotes
the vector of the unknown parameters involved in the expression. The limit of

the second integration g(e,) is such that the implied failure of type two is
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larger than that of type one. It is of interest then to derive the exact form

of g(+).

In the framework of discrete hazards with constant covariates and constant
hazards within time intervals we know that for any 7€[a,.,, a,) the following

relations are true.
Ao(r)exp(X,B) = A(t X, B)-A(t-1,X,,8)

and A(7,X,,8) = A(t-1,X,B)+[A(C, X, B)-A(e-1,X(,B) ] [7-a.,]

Let's now return to our problem with two risks. Suppose that failure of

type 1 occurs at r€[a,,,a,). Then using the above specifications we have
Lon'(r X, 0,8 = )
@ g = In[A"(t-1,X, ., BO+H(A' (8, X, B)-A(e-1,X .y, B) } (7-8,) ]
o r-a, = [exp(e})-A"(t-1,X 0, B)1/1A' (8K, B)-A(E-1, X, 1nB) ]

For the second type we can write similar expressions, however it must be
such that the implied failure time has to be bigger than r. This is equivalent

to saying that
eZIn[AT(t-1,%, oy, By) +lexp(e]) -A' (-1, X, ., B)) X
X (A6, %, Br) AT (81, K, 0, B) 1/ LA (6, X, B -A (8- 1K, B Y]

Having found the support of ¢, we can see that g(g¢,) is nothing but the
expression given above for the support of ¢,. Furthermore we can in a similar

manner derive the function g(¢,) involved when considering the likelihood of a

failure of type two.
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Consider now an observation that is being censored at time period t. We
know that the duration of this observation is longer than t-1, and thus its

contribution to the likelihood is given by

Bi(8) = J’ : J’ ) f(e,, €;,)de,de,
lnA (t'l-xu.x.npl) lnA (t'lnxx,(-nﬂz)

Taking into account the above analysis we can now write the likelihood
function. Let i=1,2,...,N denote observations and t=1,2,...,T discrete time
periods. Let an observation for individual i be given by the quintuple
(t,.d,,9,Xy;,X;;,) where t; is the period where failure is observed, d~1 if
failure of type 1 occurred and =0 otherwise, q,=1 if the observation is not
censored and =0 otherwise, and finally X,,, and X,,, the vector of covariates for
risks 1 and 2 respectively. Let y,~=1 if individual i is observed to fail, or

being censored at t, and =0 otherwise. Then the likelihood function is
1aL(6) = B, T, v [,41nB}(0)+q,(1-d)) InPi(6)+(1-q,) 1nB;(8)].
By maximizing the likelihood function one can get parameter estimates of the

baseline hazards for each time interval for each risk, as well as estimates of

the f8's.





