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I, Introduction

This paper studies the sources of the business cycle in Japan, 1973 -
1990, focussing on the role played by money supply shocks. A secondary aim is
to get a feel for whether the effects of Japanese monetary policy are roughly
similar to those that would result if the Bank of Japan were operating under a
simple, stylized rule or objective function.

For my analysis, I use a simple open economy aggregate demand - aggregate
supply model, estimated on monthly data, 1973:1-1990:8. The six variables in
the model are output, price, money supply, oil prices, foreign (U.S.) output
and the real yen/dollar exchange rate. The reduced form of the model is an
unrestricted vector autoregression, and identification of the underlying
linear simultaneous equations system is achieved in part with covariance
restrictions of the sort first suggested by Blanchard and Watson (1986).

The model yields a decomposition of movements in the variables in the
system into five underlying shocks: demand, cost, money supply, oil and a
residual foreign shock. It is found that movements in output are mainly
attributable to demand and foreign shocks, in foreign output and the real
exchange rate to foreign shocks; movements in prices are not driven
overwhelmingly by any one kind of shock. For no variable apart from growth in
the money supply itself are monetary shocks a particularly important source of
variability, a conclusion also reached in some studies of the U.S. economy
cited below. But unlike such studies, which typically find a major role for
monetary policy in the recession of 1982 and perhaps elsewhere, 1 find that
money supply shocks in Japan do not appear to play an especially prominent
role in any of the cyclical turning points that have occurred in the sample.

These findings are obviously consistent with Friedman’s (1985,p27)
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monetarist view that the Bank of Japan has aimed above all for “highly stable
and highly dependable" money growth, putting relatively light weight on the
state of the economy when determining monetary policy. The findings are also
consistent with what I call the "textbook view" that the monetary authority
should set the money supply rule by maximizing an objective function that aims
at stabilizing output and prices (and, perhaps, other variables such as the
exchange rate or the money supply itself as well); Bryant (1990) and,
implicitly, Hamada and Hayashi (1985), attribute a sophisticated version of
this view to the Bank of Japan. The Bank's operating instruments (M2, in the
present paper) will then be set as a time invariant function of all the
variables that influence the path of price and output (e.g., Chow (1983, ch.
12)). A relatively small overall role of monetary shocks (where shocks are
surprises in monetary policy, i.e., deviations of the money supply from the
level specified in the rule), with no special prominence for such shocks at
cyclical turning points, seems consistent with this textbook view.

I do not attempt to distinguish between these interpretations, by
formally inverting my estimated money growth rule to obtain the weights on
money, output and price stability in a policy objective function. This is
mainly because some reduced form evidence suggests that no simple story will
stand very close scrutiny: both U.S. and Japanese output growth help predict
money supply growth, a fact inconsistent with an extreme monetarist view that
the money supply in Japan is set in total disregard to the state of the
economy (not, incidentally, a view that Friedman or anyone else has advocated,
as far as I know). On the other hand, money growth is not predicted by
inflation, oil price inflation or changes in the real exchange rate; these

three variables all help predict output and inflation, and thus should
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influence the path of the money supply as well, if indeed the textbook view is
correct.

Instead, I see how well a simple monetarist view characterizes the
effects (if not the intentions) of monetary policy by simulating the behavior
of the economy, 1973-1990, under a counterfactual policy of constant expected
money growth, keeping all shocks fixed at their estimated values. To my
surprise, the behavior of output growth and inflation is practically
unchanged. (This is pot because any and all anticipated monetary policy has
vanishingly small real effects, as shown by a simulation under a policy of
adjusting the money supply in response to movements in nominal GNP.) While
the simulations cast no direct light on the intentions of the Bank’'s monetary
policy, it does raise the possibility that the effects of the activist
component of its policy--if any--were small. I leave open the question as to
whether in fact there is a gap between intentions and effects, and, if so,
why.

Before turning to the analysis, three comments on the approach might be
useful, to prevent misinterpretation. First, I do not calculate standard
errors on the variance decompositions. Related work (West (1991)) suggests
that these will be quite large. So it is probably not wise to put too much
weight on any single point estimate,

Second, I limit myself to inferences mechanically drawn from the
estimates of my model. T assume that the Bank of Japan can perfectly control
the value of M2, up to a zero mean and serially uncorrelated shqck; I abstract
from problems that the Bank no doubt faces with data availability, uncertainty

about the values of key parameters, serial correlation in shocks, and so on.

1 do so not because I doubt the importance of such problems in practice, but
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because I do not believe that my simplified approach biases my results in an
obvious way. Nonetheless, in light of the papers for this volume such as
Okina (1991), Ueda (1991) and Yoshikawa (1991), it obviously would be useful
to consider extensions of the model in which the Bank's operating instrument
is interest rates.

Third, the model used is essentially a textbook open economy model, with
unrestricted lags put on the right hand side of all equations, to capture
dynamics. Many of the features of the Japanese economy that from one or
another point of view might require special treatment--the system of wage
payments, the high savings rates, etc.--are, I believe, comfortably subsumed
in the standard model. See Taylor (1989), for example. Other features, such
as the credit and interest rate controls that apparently have been operative,
especially in the early part of the sample (Fukui (1986), Ito (1989), Kosai
and Ogino (1984, ch.6)), perhaps are not as easily subsumed. But the standard
model still tells a "story ... consistent with the data®™ (to use Blanchard's
(1989,pl146) conclusion for a similar model applied to U.S. data), I
interpret this as suggesting that it is reasonable in a first effort such as
this to abstract from such special features, while acknowledging that much
might be learned by modeling such features explicitly.

Finally, as is well known, the model is not derived from optimization; in
addition, here, as in, e.g., Blanchard (1989) but not Taylor (1989),
expectations are not explicitly modelled but instead are absorbed in
distributed lags on past variables. It should be noted first of all that the
fact that expectations are not modeled explicitly leads to inefficient but not
inconsistent estimates of parameters, impulse response functions or variance

decompositions if, as In Taylor (1989), the "true" structural model is simply
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a rational expectations version of the aggregate demand - aggregate supply
model. The advantage of the present approach is that it does not require
detailed specification of the variables being forecast (e.g., in the aggregate
supply curve, is it just next month’s price, as in a monthly version of Lucas
(1973), or a weighted sum of the next twelve months of prices, as in a monthly
version of Taylor (1989)7). On the other hand, the simulations under
alternative money supply rules potentially fall prey to the Lucas critique. I
discuss this briefly in the relevant section of the paper.

More generally, some readers will be skeptical about estimates of an
aggregate demand - aggregate supply model, with our without rational
expectations. I hope that such readers will still find in this paper two
results that will be useful to keep in mind in future, and perhaps more highly
structured, work. I state these now, since in the body of the paper I will
assume the validity of the model in interpreting the empirical results.

The first result is that at conventional significance levels the broad
measure of money used here (M2) Granger causes the real variables in the
model. Eichenbaum and Singleton (1986) and Christiano and Ljungqvisc (1988)
among others suggest that such a finding is inconsistent with a strict real
business cycle theory. A small amount of experimentation suggests that, in
possible contrast to U.S. data (e.g., Eichenbaum and Singleton (1986)), this
finding is robust to the method used to detrend the data.}

Second, while the technique used to orthogonalize shocks relies on the
assumed model for its validity, one can to a limited extent think of it in
terms of the atheoretical approach exemplified by Sims (1980). 1In cthis
context, the proceduré can be interpreted as putting oil price shocks first,

the residual foreign shock last, with demand, cost and money supply shocks in
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between (and no simple Sims style statement of the order of these three shocks
is possible). The fact that nonetheless oil price shocks play a small role
and foreign shocks a big role in output fluctuations suggests that the results
for these two shocks may be robust to alternative procedures for
orthogonalizing the disturbances.

Section II describes the model, section III the data, section IV the
estimates, section V the sensitivity of the results to minor changes in
specification, section VI the behavior of the economy under hypothetical
alternative money supply rules. An appendix available on request contains

some additional results omitted from the body of the paper to save space.

I1, The Model
The variables in the model, all of which are in logs, are:
Ye output (industrial production),
P price level (WPI),
m, money supply (M2 + CD),
o, oil prices (WPI for petroleum and coal),
Ye foreign output (U.S. iqduscrial production),
a, real exchange rate (yen/dollar).
Let
Xy = (Yp,Pe My ,0p,Yr,a) "
be the (6x1) vector of endogenous variables, with
Ve ® (Vye, Ve Var: Vor, Vysr: Var) '
the corresponding vector of reduced form innovations (one step ahead
prediction errors).

Six linear simultaneous equations determine the six endogenous variables
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in x,. On the right hand side of all six are p lags of each of the six
endogenous variables, Together with a constant term, this set of lags is
denoted by the (6n+l)xl vector z,.; = (1,%x,_;',...,%,,')’. The structural

equations are

(2-1a) Yo = ag(me-py) + aza, + agy; + Tylzyy + ug

(2-1b) Pe = B1Ye + Boop + T2y + ug,

(2-1c) Wy = Y1Vye + Y2Vpt + YaVar + Ta'2Ze-y + Upe

(2-1d) Op = Tp'2Zyey + uge

(2-1e) yi - 81V + 85Vpe + 83V + 6V + Tyu'Zeoy + Upey

(2-1f) 8y = $1Vye * oVpe + ByVee + iVar + BsVyar + T02eg o ug.

The u's are mutually and serjally uncorrelated disturbances; the I''s are
(6n+l)xl vectors of parameters.

(2-1la) is an aggregate demand curve, uy, a demand shock. The demand
curve may be obtained by combining IS and LM curves, substituting out for the
nominal interest rate. The dependence of a standard IS curve on the real
rather than nominal rate is implicitly allowed, since [,'z,.; will absorb any
term in expected inflation.

The term in real balances m,-p, in (2-1la) comes from the LM curve, and
a;>0. The terms in the real exchange rate a, and foreign output y, come from
the IS curve. These terms capture the effect that a, and y; have on the trade
balance. If a J-curve is operative, so that depreclation (increase in a,) has
a perverse negative effect on the trade balance in the short run, a;<0,
otherwise a,20. In any case, a,>0, since increases in foreign output affect

exports and thus the trade balance and aggregate demand positively.
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(2-1b) is an aggregate supply curve, u.,. a cost (supply) shock. Both §;
and f; are positive: quantity supplied depends positively on output and
negatively on oil prices. Terms in expected prices or output are absorbed in
Pp'zeg.

(2-1c) is the money supply rule. I assume that at the beginning of month
t, the monetary authority chooses an expected value for the period t money
supply, ,-m,- The difference between m, and .. m, (the variable v ) might or
might not depend on intramonth attempts by the Bank of Japan to influence the
path of nonmonetary variables. Output and price, and perhaps the real
exchange rate, are present to allow for the possibility of such intramonth
attempts to target these variables (Bryant (1990)). A second reason that
output and price are present is that the measure of money used in the
empirical work is a broad one whose period t value cannot be perfectly
controlled at time t-1, but instead will depend on surprises in money demand
(velocity), even if the Bank makes no such intramonth attempts. A second
reason that the real exchange rate is present is that its value might affect
intramonth decisions about whether or not to sterilize exchange rate
operations, and thus affect the value of the money supply.

The monetary rule of course might also depend in part on interest rates.
Equation (2-lc) allows for this implicitly: use the LM curve to write the
nominal interest rate in terms of money, output and prices, and possibly
lagged values of these and other variables, and then substitute out for the
interest rate in the monetary rule.? The resulting disturbance will then
depend in part on velocity shocks and thus be correlated with the aggregate
demand shock uy,. The estimation procedure described below will, however,

yield a shock to the money supply that is uncorrelated with demand shocks by
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construction. This is interpreted as the component of money supply shocks
uncorrelated with velocity shocks. Under this interpretation, the estimation
procedure is attributing entirely to demand shocks a component shared by both
demand and money shocks.

In related literature (Blanchard and Watson (1986)), the money supply
rule is written in terms of levels rather than surprises (e.g., 7y, rather
than v,v,.). In the present setup, the specifications ave observationally
equivalent: estimates of the parameters in (2-1), and the implied variance
decompositions, impulse response functions, and so on, are the same whethef
levels or surprises are used. I write (2-1lc) as a function of surprises in
accord with my interpfetation of monetary policy as a rule for setting ,.;m;
in simulations below on the hypothetical effects of alternative rules over the
sample period, I take both the «v,’s and the v ,'s as structural and invariant
to the policy rule.

Equation (2-1d) says that the period t oil price is a predetermined
variable, which in the present setup means that its innovation is
contemporaneously uncorrelated with the other innovations in the model.
Shapiro and Watson (1986) argue that this is reasonable because movements in
oil prices are dominated by a few sharp s;ings. Note that the oil price being
predetermined is perfectly consistent with it being Granger caused by other
variables.

Equations (2-le) and (2-1f) are vacuous identities, simply stating that
the period t surprise in each of these variables can be written as a linear
combination of other surprises, plus a term orthogonal to these surprises.
The idea is that foreign output, while not modeled explicitly, is determined

by a set of equations similar to those determining Japanese output. Since
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This matrix has 21 distinct elements. These must determine 23 parameters: 6
variances, one for each of the elements of u,, and the 17 coefficients on
contemporaneous variables or surprises in (2-1). Without additional
information, the system is not identified. Given the wealth of studies on the
determinants of the Japanese trade balance, which have produced some consensus
estimates of relevant elasticities, it seemed likely to be uncontroversial to
impose values for a, and a,, the instantaneous elasticities of aggregate
demand with respect to the real exchange rate and foreign output, and so-I
used these studies to impose such values. This leaves 21 parameters to be
determined from the 21 elements of the variance - covariance matrix of v,.

The structure of the system is such that the information in these 21
elements can be exploited by standard instrumental variables techniques. The
residual from estimating the oil equation (2-1d) wu,=v,, can be used to
instrument the aggregate demand equation, to obtain a,. The aggregate demand
and oil residuals uy and u, can then be used as instruments in the price
equation; ugy, ug, and u,, can then be used as instruments in the money supply
equation; uyg, ug, Uy and uy can then be used as instruments in the foreign
output equation; and the entire set of structural disturbances can be used in

the real exchange rate equation.

1I Data

The data are monthly, 1973:1 to 1990:8, for a total of 212 observations,
with pre-1973:1 data used for initial lags. The ending point of the sample
was determined by data availability. The starting point was determined by,
first, the evident fact that the Japanese economy has behaved quite

differently post-1973 than pre-1973, and, second, the presumption that
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monetary policy was rather different in the era of fixed than in the era of
floating exchange rates. The exact date 1973:1 was chosen in accord with
Hamada and Hayashi (1985,pl09), who concluded that 1973:1 is the likeliest
date for a one time shift in monetary policy in the early 1970's. Results of
estimates with two other subsamples, 1976:1-1990:8 and 1973:1-1990:3, are very
similar, as noted below.

Data for both the U.S. and Japan through mid-1988 were obtained from the
OECD's Main Economi¢ Indicators (MEI) as supplied on PC diskettes by VAR
Econometrics, and updated by published sources as indicated below. The MEI
indices of Japanese industrial production, seasonally adjusted, and the
wholesale price index for mining and manufacturing, all 1980-~100, were
converted to 1985-100, and together with seasonally adjusted data on monthly
averages of M2+CD, were then linked with post-1988 data published in various
issues of the Bank of Japan’s Economic Sta cs Mont . (The MEI series is
labeled "M1 + Quasimoney," but comparison with the figures in Economic
Statistics Monthly indicates that the data are for M2+CD., The only seasonally
adjusted data for M2+CD in Economic Statistics Monthly were for growth rates
rather than levels, so I constructed a post-1988 level series using as an
initial condition the last available MEI figure.) The MEI's series on the end
of month yen/dollar exchange rate was updated with data kindly supplied by
Kunio Okina.

These measures of price level and money stock were chosen following
Bryant (1990), who suggests that the WPI is the most appropriate single
monthly price index, and Ito (1989,1990) and Suzuki (1985), who suggest that

M2+CD is the most appropriate single measure of the money stock from the point

of view of monetary targeting.
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The MEI indices of U.S. industrial production, seasonally adjusted, and
wholesale price index, both 1980=100, were converted to 1987~100 and 1982~100
respectively, and then linked with post-1988 data published in the Survey o
Current Business and the Federal Reserve Bank of St. Louis’s National Economic
Irends. All data were converted to logs, with the real exchange rate defined
as log(yen/dollar) + log(U.S. WPI) - log(Japanese WPI).

Figure 1 has plots of the growth rates (log differences) and then log
levels of the data, with contraction phases of the reference cycle as defined
by the Economic Planning Agency noted by shaded areas. Table 1 has some basic
statistics. The negative first autocorrelation of output growth and the
somewhat choppy pattern of autocorrelations for money growth and inflation in
oil prices (lines 1, 3 and 4, Table 1) are unusual features of the data (at
least to one used to working with U.S. data); the jerky behavior that leads to

these patterns can be seen in the graphs for these variables in Figure 1.

IV, Empirical Estimates
A. Preliminaries

The empirical work began with tests for unit roots. Standard univariate
augmented Dickey-Fuller tests suggested that one difference sufficed to induce
stationarity in each of the variables; a version of the Johansen (1988) test
for cointegration, extended to include trend as well as constant terms, found,
according to p-values kindly supplied by James H. Stock, no evidence of
cointegration. Details on these tests are available upon request. 1 thus
simply differenced all variables before proceeding with the empirical work, so
y¢., for example, is the growth rate of output. 1 nonetheless generally refer

to y,, for example, as simply “output,” except where this might cause
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confusion. Results from specifications estimated in levels rather than
differences were quite similar, as noted below.

Using the differenced data, I estimated three different VARs, with 6, 12
and 24 lags of each right hand side variable, plus a constant term. All
regressions began in 1973:1, with the 24 lag regression, for example, reaching
back to 1971:1 for lags to put on the right hand side. Likelihood ratio tests
using the degrees of freedom adjustment suggested by Sims (1980) rejected the
null of 6 lags in favor of the alternative of 12 (x2(216) =~ 274.2, p-
value=.003), but did not reject the null of 12 lags in favor of the
alternative of 24 (x?(432) = 311.4, p-value=1.00). In addition, both Q-
statistics (reported below) and the individual autocorrelations of the
residuals suggested that a lag length of 12 sufficed to reduce the residuals
in each equation to white noise. I thus set the lag length to 12.

B. Reduced Form

The model suggests that, except in special cases, anything that Granger
causes money, oil prices, foreign output and the real exchange rate ought to
Granger cause output and prices as well (though of course there may be such
Granger causality to output and prices even in the absence of Granger
causality to the right hand side endogenous variables in 2-la and 2-1b).

Table 2A presents F-statistics suggesting that this is essentially the case:
at conventional significance levels, at least one of money, oil prices and
foreign output is Granger caused by each of the six variables (rows 3-5), and,
indeed, all six variables Granger cause output (row 1), and all but foreign
output Granger cause prices (row 2). The standard errors for sums of

distributed lags reported in Table 2B yield compatible implications for when

movements in one variable help predict movements in another,
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Note that money Granger causes both output and prices (Table 2A, rows 1
and 2, column 3), suggesting the possibility that monetary policy may be used
to influence the path of these two variables. If the monetary authority is
following a program of targeting or stabilizing output and/or prices, in
general it should adjust the money supply in response to whatever variables
influence the path of those two variables (see, e.g., Chow (1983, ch. 12}).

In light of the results in rows 1 and 2, this means in response to zll the
variables in the system. In a stationary world (one in which the objective
function of the monetary authority and parameters of the model are
unchanging), this would lead to money being Granger caused by all the
variables in the system.

It appears, however, that money is Granger caused only by itself and
output (row 3, columns 1 and 3). Tests on sums of distributed lag
coefficients reported in Table 2B find somé predictive power in foreign output
as well. But overall there is no reduced form evidence that the money supply
responds to prices, oil prices, or the real exchange rate.

One possible reason for the lack of Granger causality is that while there
is indeed a stable feedback rule consistent with targeting of output and
prices, the sample is too small to accurately reflect this fact, a distinct
possibility given that I am using a profligately parameterized model. But
while it would not be wise to interpret the lack of Granger causality as sharp
eviAence against the simple textbook model of output and price targeting, it
seems equally foolish to expect the estimates of this model to yield sharp
implications about what the price and output targets of the Bank of Japan are,
even if one'’s priors are that such targets are central to the Bank's decision

making (e.g., Bryant (1990)).
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Also, the fact that both output and foreign output help predict the money
supply suggests that the Bank does have its eyes on the economy when it
determines the money supply. Once again, then, it would be foolish to expect
the estimates of this model to yield a clear statement that the Bank follows a
money targeting rule, even if one’s priors are that this is essentially the
case.

One final note on the reduced form: The evidence that money Granger
causes real variables is quite strong. Consider rewriting the system so that
money is the only nominal variable, with m,-p, (real balances) and o,-p, (real
oil prices) joining y., y: and a, as real variables. As reported in lines (7)
and (8) of Table 2A, the null that money does not Granger cause any of these
variables is strongly rejected, as is the null that money does not Granger
cause the set of domestic variables y,, m.-p, and o,-p,

uctura uations

Table 3A has estimates of equations (2-la) to (2-1f). The coefficients
on y; and a, in the aggregate demand equation were imposed rather than
estimated: Noland (1989) estimated a long run elasticity of Japanese exports
with respect to foreign output of about 1.4. Since exports are about 10 to 15
percent of GNP, and the short run effect is presumably less than the long runm,
this suggests an upper bound of about .2 for the short run elasticity of
aggregate demand with respect to foreign output. Krugman and Obstfeld (1988,
Pp454) report that Artus and Knight (1984) found that the six month elasticity
of the Japanese current account with respect to the real exchange rate was
about -.25, and Noland (1989) found a one quarter elasticity of about -1 (the
negative signs being consistent with a J-curve), again suggesting an aggregate

demand elasticity about 10 to 15 percent of those figures: hence the -.03.
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Some alternative imposed values for these short run elasticities led to very
similar results, as noted below.

The remaining parameters in Table 3 were estimated by instrumental
variables, as described above. The three freely estimated parameters in the
aggregate demand and aggregate supply equations are all correctly signed. 1
do not know of estimates for Japanese data to which the estimates can be
directly compared, but comparison with U.5. studies suggests that they are
plausible.

Although the estimate of the instantaneous elasticity of aggregate demand
with respect to real balances is fairly imprecise, the .512 value is bracketed
by;gsgimates from quarterly U.S. data. . On the one hand, the .15 quarterly
figure for the MPS model for the United States (Blanchard (1989,pll50)) is
somewhat lower. On the other hand, if one combines the Japanese money demand
estimates in Hamada and Hayashi (1985, Table 4.5; income elasticity = .2 to
.5, interest elasticity = -.0l to -.02) with the range of interest
elasticities of the IS curve found in U.S. studies (= -.1 to -.2, e.g.,
Friedman (1977)), the implied value of the elasticity is about 2-5, somewhat
higher than the estimated value of .512.

The estimated price elasticity of supply of about &4 (4 = 1/.255) is
bracketed by the quarterly U.S estimates of .81 (Blanchard and Watson
(1986,p132)) and 10-12 (Blanchard (1989, pll52)). The .094 figure on oil
prices is consistent with the monthly estimate in Blanchard (1987,p68) that a
1 percent increase in crude materials prices causes a .02. percent increase in
consumer prices.

The three negative signs on the variables in the money supply equation

are consistent with the possibility that the intramonth response of Bank of
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Japan to shocks is one of "leaning against the wind;" on the other hand, the
signs could as well simply reflect factors beyond the control of the
authority, such as intramonth shocks to the money multiplier. In any case,
none of the three estimates are significantly different from zero, so, in the
absence of any a priori theoretical bounds on plausible values, it is probably
not advisable to read much into the signs or magnitudes of the estimates.

As noted above, theory does not restrict the signs or values of the
coefficients on the foreign output and real exchange rate equations.

Table 3B has estimates of sums of distributed lag coefficients in the
aggregate demand and supply equations. (The sums for the other equations are
exactly as presented in Table 2B.) Coefficients on contemporaneous right hand
side variables (e.g, m; in (2-la)) are included in these sums. By and large,
the significance of the sums of these distributed lag coefficients are
consistent with the Granger causality tests reported above.

The long run response of a given left hand side variable to a permanent
increase in a given right hand side variable can be inferred from the
estimates in the table. The long run elasticity of aggregate demand with
respect to money is about 1.2 (= 1.723/1.408), with respect to prices about
-1.1 (= -1.529/1.408), which is probably consistent with a long run elasticity
of aggregate demand with respect to real balances of about 1, a point estimate
suggested by Hamada and Hayashi (1985,pl0l). The long run elasticity of
aggregate demand with respect to the real exchange rate is about .13 (=
.189/1.408) comparable to the figures of about .15 and .05 implied by Artus
and Knight (1984, cited in Krugman and Obstfeld (1988, p484)) and Noland
(1989,pl128). The elasticity with respect to foreign output is about .8

(=1.109/1.408), somewhat higher than the .14 figure implied by Noland (1988).
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(The stated figures for Artus and Knight (1984) and Noland (1988) were
obtained by multiplying their reported elasticities by .10, approximately the
share of imports or exports in Japanese GNP.)

The long run price elasticity of supply is about .13 (= [1-.821] /
{1+.615-,255)).

Figure 2 plots impulse response functions (dynamic multipliers), i.e.,
the 1 to 60 month response of the levels of output, prices and money to
demand, cost, money and oil shocks. (The responses to uyay and u,, are not
given since the breakdown of the residual foreign shock into these two
components is arbitrary; plots of responses of oil prices, U.S. output and the
real exchange rate are omitted to save space.) While the responses are rather
choppy, probably because of the negative first order serial correlation of y,
and the choppy pattern of autocorrelations of m, (see Tahle 1), the overall
patterns were as expected: demand shocks increase output and prices; cost
shocks increase prices and decrease output; money shocks increase prices and
output, with the long run effect on output very close to zero. Demand shocks
decrease the money supply, suggesting countercyclical stabilization; cost
shocks cause fluctuations in the money stock for the first six months but
ultimately the stock increases, suggesting accommodation, at least in the long
run.

Table 4 has variance decompositions for both growth rates and levels.
Fluctuations in the growth of output (Table 4A) are dominated by aggregate
demand disturbances, in the level of output by the foreign shock, at least at
horizons of a year or more. While others have emphasized the role of the
foreign sector in output fluctuations (e.g., Horiye et al. (1987)), the

estimated figure for levels strikes me as a little high. 1In any case, it is
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not clear to me why foreign shocks are much more important for fluctuations of
levels than of growth rates.

Table 4A indicates that supply disturbances (u, and u,) account for about
20-25 percent of output fluctuations in both growth and levels. The figures
for growth rates are quite close to those in West (1991), which used a
different model and technique for identifying sources of fluctuations, over a
slightly shorter sample period. They are also comparable to the U.S. results
in levels for Blanchard and Watson (1986) (though not those in Blanchard
(1989), Gali (1990), or Shapiro and Watson (1988), all of which constrain
supply disturbances to dominate output fluctuations in the long run). MHoney
supply shocks do not contribute much to the variance of the level or growth of
output (about 10 per cent), again as in the U.S. studies just cited. It is
useful to recall here and in the remainder of the discussion of variance
decompositions that if the Bank is targeting interest rates, there will be a
common component to demand and money supply shocks, and the estimation
procedure will attribute this component entirely to demand shocks. Finally,
0il price shocks do not appear to have been very important for output
fluctuations.

Movements in inflation and prices are roughly equally attributable to
supply, demand and money factors (Table 4B); the U.S. studies cited above tend
to find demand factors more important. The contribution of money supply
shocks begins quite small and then increase gradually over time, as one might
expect in a sticky price model.

Most of the variance of the growth and level of the money supply is due
to money supply shocks (Table 4C); U.S. studies tend to find figures that are

slightly smaller (Blanchard and Watson (1986), Gali (1990)). Fluctuations in
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oil prices are not dominated by any single shock, at least at long horizons
(Table 4D; recall that the 100 percent figure for one month holds by
construction). Fluctuations in U.S. output and the real exchange rate are
dominated by foreign shocks (Tables 4E and 4F). The result for output is as
in West (1991), but not for the exchange rate, whose movements West (1991)
found to be dominated by cost shocks.

Money supply shocks, then, do not account for a large share of the
variance in any of the variables in the model, except the money supply itself.
It is nonetheless possible that such shocks are important at cyclical turning
points: Gali (1990, Tables IV, V), for example, finds that money supply shocks
account for less than 15 percent of the variance of U.S. output at business
cycle horizons, but attributes to such shocks the leading role in the 1981-
1982 recession. Table 5, however, suggests that this is not the case for
Japan.

Table 5 computes causes of peak to trough changes in the (log) levels of
output (panel A) and prices (panel B).3 To read the table, consider row 1 in
panel A. The peak (1973:11) to trough (1975:3) fall of the index of
industrial was 19.32 percent in this contraction (column 1). The estimates of
the model indicate that as of 1973:11 the index was predicted to be only 11.71
percent lower in 1975:3 (column 2), implying that the index fell 7.62 percent
more than predicted (column 3). Of this forecast error, 45 percent (i.e.,
about -3.43 of the -7.62 that appears in column 3) is accounted for by demand
shocks, 23 percent by cost shocks, 15 percent by money shocks, 5 percent by
0il shocks and 12 percent by foreign shocks. In columns 4-8, negative signs
mean that the indicated shock was of the opposite sign of the forecast error

in column 3.
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One contraction involved such a small (in absolute value) forecast error
for output (Panel A, row 2, column 3) that the estimates in columns 4-8 are
very sensitive to small changes in the estimate of column 3. The estimates in
rows 1, 3 and 4 are not as sensitive, and the figures in column 6 in these
rows indicate that money supply shocks have not played a dominant role in
movements in output over any of the contractions in the sample (and, more
generally, contractions are not attributable to a single type of shock).* Row
3 of Panel B does indicate that money supply shocks had a substantial impact
on the unexpected component of the change in the price level in contraction of
60:2-82:3. (I ignore line 1 in Panel B, again because the figure in column 3
for that row is so small that small changes in it lead to large changes in the
estimates in columns 4-8.)

I conclude, then, that money supply shocks have not played a dominant
role in output fluctuations, either over the sample as a whole or over any of
the contractions that have occurred in the sample; they have been somewhat

more prominent in accounting for price and inflation fluctuations.

v v o

In this section, I briefly summarize the results of a set of experiments
undertaken to see whether the results are sensitive to minor changes in
specification. The experiments are listed in panel A of Table 6.
Specification A is the one used in previous tables, and is repeated here
solely to facilitate comparison. Specifications B and C impose different
values for the short run elasticities of aggregate demand with respect to
foreign output and the real exchange rate (see equation (2-la)).

Specification D imposes a random walk on the real exchange rate a,, a result
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consistent with the reduced form evidence presented above.? Specifications E
and F try different sample periods; 1976:1 - 1990:8 was studied because Hamada
and Hayashi (1985) and Suzuki (1985) suggest that the Bank of Japan changed
its policy in response to the first oil shock, 1973:1 - 1990:3 was studied to
eliminate possible effects of the huge fluctuation in money growth from 1990:4
to 1990:5 (see Figure I). Specification G substitutes high powered money for
M2. Specification H assumes trend stationarity of all variables, and
estimates with a trend term and 12 lags of the levels of all variables in all
equations. Specification H assumes difference stationarity of all variables,
allowing for the possibility of cointegration. In this specification, all
equations had 13 lags of all variables; the hypothesis tests were performed on
the first 12 lags, so that an asymptotic normal distribution could be used in
the hypothesis tests in panel B (see Sims, Stock and Watson (1990)).

Some Granger causality tests are summarized in panel B; results for
specifications A-D are of course identical. With the exception of
specification G, when high powered money was used instead of M2, money Granger
causes real variables (panel B, columns 1, 4 and 5). (In contrast to U.S.
data, then, this causality result holds for various techniques for inducing
stationarity (Stock and Watson (1989).) The variance decompositions in panel
C indicate that money supply shocks nonetheless do not seem to account for
much of the movement in output, although they do account for most of the
movement in the money supply.

I conclude that my basic results, that money seems to Granger cause real
variables but nonetheless does not account for much of the movement in output,
is unlikely to be very sensitive to minor changes in imposed parameters,

sample period or technique to induce differencing. On the other hand, the
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causality result is sensitive to the measure of the money stock. As noted
above, however, Ito (1989,1990) and Suzuki (1985) suggest that M2 {s a better

measure of the money stock from the point of view of monetary targetting.

V], Effects of Alternative Money Supply Rules

A number of authors have suggested that the Bank of Japan uses {ts
operating instruments with its eyes focused "final" (as distinct from
intermediate) targets. The targets that have been proposed, at least for the
post-OPEC-1 era, include: "control of inflation" above all, along with
"avoidance of pronounced cyclical swings in output and aggregate demand" and
targeting of the real exchange rate and balance of payments (Bryant (1990,
p32)); "price stability and the maintenance of an adequate level of demand
(Hamada and Hayashi (1985,p83)):;" "price stability"” and "a high and stable
exchange rate® (Fukul (1986,pll0)).

Bryant (1990,pp33-34), Hamada and Hayashi (1985,pll6), and Ito (1989)
seem to doubt that the Bank places much weight on deviations of any given
monetary aggregate from its targeted value. On the other hand, Fukui
(1986 ,ppll0-111) and Suzuki (1985,p9) seem to view the money supply as an
intermediate target that gets considerable weight. And Friedman (1985,p27)
lauds the Bank for a "fairly consistent” policy of keeping money growth
"relatively steady" (relative, chacvis, to the U.S. and Great Britain).

What does the money supply rule estimated above reveal about such
descriptions? The reduced form and structural evidence presented so far is
strongly suggestive of neither a simple story of money supply targeting nor
the simple textbook one of straightforward targeting of output and prices

(perhaps with secondary weight placed on the money suppiy). I therefore doubt
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the wisdom of attempting to invert the estimated rule, to deduce an underlying
objective function that maps one-to-one into the 73 parameters of the rule.
Instead, to maintain a focus on simple and easy to understand objective
functions, I simulate the behavior of the economy over the sample period under
the apparently counterfactual assumption of a simple objective function.

This objective function is one consistent with constant expected money
growth, I assume that the monetary authority can perfectly control ,.;m, but
not m,. For simplicity, I abstract from the Lucas critique. I take as given
the set of shocks and assume that the estimates of the parameters of (2-la) to
(2-1f) are invariant to such a change in regime. (In a footnote below, I
briefly speculate on the possible biases from this simplification.) The
coefficients in the reduced form equations for y,, p,, and, of course, m, will
change; those for o, y{ and a, will not. The simulated time series process
for all six variables of course be different from the actual.

The objective function corresponding to constant expected money growth is
one that aims to minimize the variance of money growth, since, under this set
of assumptions, it is easy to see that minimizing the variance of m, means
setting ,.;m, to a constant. This constant was set to the estimated sample
mean of money growth.

Table 7 has the sample means and standard deviations for the growth of
nominal output and for each of the six endogenous variables from the actual
{(columns la and 2a) and simulated (columns 1lb and 2b) data, as well as
correlations between the actual and simulated data (column 3b); columns lc, 2¢c
and 3c will be described in a moment. As may be seen in columns la and 1b,
the simulated and actual data have nearly identical means. Perhaps

surprisingly, they also have very similar standard deviations (columns 2a and
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2b),% and, with the predictable exception of the money supply, are very highly
correlated (column 3b). Moreover, the actual and simulated data are so close
that it is difficult to tell one from the other when they are plotted. See
Figure 3, in which the actual data is represented by the solid lipe, the
simulated with a dashed line; when the software that generated the graph
decided that the simulated and actual were too close that to be distinguished
by eye (as happens especially for output growth), it plotted only a dashed
line.

According to the estimated model, then, whether or not the Bank of Japan
was concerned above all else with stability of money growth, its policies had
effects on the economy quite similar to those that would have occurred had the
Bank followed a rule of constant expected money growth. To interpret this
tentative conclusion, let us begin by considering the possibility that it
follows because the effects of anticipated monetary policy are so small that a
wide range of money supply rules will lead to qualitatively similar behavior
of output and prices.

Consider, then, performing the same counterfactual simulation with a
different alternative policy, similar in spirit though very different in
detail to one proposed by McCallum (1988) for U.S. monetary policy. Let
expected money growth be determined by

w1y = By + A(Ye+Pe - B2),
where u; and p, are constants, u, a target rate for the growth of nominal
output, and i is a negative parameter. I set u, to the sample mean of money
growth, p, to the sample mean of nominal output growth, and A = -.25 (a value
that McCallum (1988) found worked well for the U.S. in his more sophisticated

feedback rule).
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Columns lc, 2c¢ and 3c have the resulting sample means, standard
deviations and correlations with the actual data. As may be seen, the means
are, once again, largely unchanged, but now the standard deviations are
slightly and the correlations greatly different, not only for money growth but
for output, inflation and nominal output growth as well. Anticipated monetary
policy, then, does have effects sufficiently large that the estimates suggest
that at least one alternative policy would have led to very different
behavior.’

Now, nothing in Table 7 calls for the conclusion the Bank of Japan must
have been concentrating solely on stable money growth. Indeed, a simple
continuity argument indicates that similar results would obtain if the
hypothetical objective function were one of stable money growth together with,
say, stable prices and output, provided the weight on money growth was
sufficiently large. And it is possible in principle that an objective
function that places little or no weight on stability of money growth but
measures output and inflation stability in a complicated and sophisticated
fashion would lead to a monetary rule whose simulated effects are as similar
to those of the actual rule as are those of the constant expected money growth
rule.

I thus do not interpret the results in Table 7 and the previous section
as arguing strongly for Friedman's (1985) view that even if the Bank of Japan
has not followed monetarist doctrine to the letter, it has followed the
doctrine in spirit. I do interpret these results as raising the intriguing
possibility that insofar as the Bank was pursuing activist stabilization
policy, such policy had little overall effect on the economy. An interesting

question for future research is why this seems to be the case.
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Footnotes
1. On the other hand, the finding is not robust to the measure of money used.
High powered money does not Granger cause any of the three sets of real
variables just listed. 1 believe that, in contrast to the argument Eichenbaum
and Singleton (1986) and Christiano and Ljungqvist (1988), the argument in
Plosser (1990) would suggest that the overall pattern of Granger causality is
therefore consistent with a real business cycle view,
2. If the interest rate targeted by the Bank is different from that in the LM
curve (e.g., call rate versus Gensaki), one must also use an equation relating
the two rates to eliminate interest rates from the system. The only reason I
have not explicitly used interest rates is to avoiding increasing the
dimensionality of an already complicated system of equations.
3. Since the growth rate rather than the level of output appears to be a
coincident indicator in Japan, there might be a choice of subperiods that
would be more revealing about the effects of monetary shocks on the level of
output, but I know of no source for cyclical phases in the level of output in
Japan.
4. The relatively small contribution of oil shocks in row (1) is puzzling.
5. The model was estimated by the instrumental variables technique described
above; since a, is not exactly orthogonal to past data in the sample, slightly
different estimates would be obtained if I had used a different method of
extracting parameter estimates from the variance-covariance matrix of the
reduced form residuals.
6. The standard deviation of the money supply (0.291) differs from the value
of g, given in Table 3 (0.372) only because the latter was calculated using a

degrees of freedom adjustment.
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7. Even if rational expectations had been modeled explicitly, as in, e.g.,
Taylor (1989), my aggregate demand - aggregate supply model might well still
suggest that a hypothetical switch to a constant money growth rule would
little change output and price behavior. The expectations that are relevant
are of future prices and output. That the path of these variables is
essentially unchanged under the new rule, when expectational effects are
ignored, indicates that rational forecasts of these variables are similarly
unchanged--that is, if we were to write the forecasts as distributed lags on
the variables in the model, the coefficients in these distributed lags will
not much change. This suggests (to me, at least), that a rational
expectations version of the model may also have an equilibrium in which the
distributed lag coefficients are not much different. This means that the
coefficients on lagged variables in (2-la) to (2-1f) will little change, which
is exactly the assumption required to validate the exercise above.

Such an argument does not apply to the second money supply rule which,
for well known reasons, might, in a rational expectations environment, lead to
dramatic additional changes in the reduced form beyond those allowed in the

simulation.
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Table 1

Basic Statistics

Autocorrelations
Mean s.d. 1 2 3 4 5
(1) y 0.304 1.444 -0.271 0.186 0.262 -.068 0.131
) p 0.274 1.000 0.780 0.596 0.491 0.458 0.423
3)m 0.845 0.410 -0.008 0.294 0.219 0.148 0.110
(4) o 0.599 3.090 0.496 0.298 0.417 0.396 0,239
(5) y* 0.211 0.897 0.510 0.353 0.262 0.157 0.087
(6) a -0.130 3.367 -0.026 0.009 0.068 0.004 0.077

The statistics are based on 212 monthly observations from 1973:1 to 1990:8.
Variables: y =~ rate of growth of output (index of industrial production,
mining and manufacturing, seasonally adjusted, 1985=100); p = rate of
inflation (WPI); m = growth rate of M2+CD, seasonally adjusted; o = rate of
inflation in oil prices (WPI for petroleum and coal); y* = rate of growth of
U.S. output (index of industrial production, seasonally adjusted, 1987~100); a
~ percentage change in real exchange rate (yen/dollar).



Table 2
Reduced Form

A. Granger Causality Tests

From:

1) (2) ) (4) (5) (6) (7) (8)

To: y P » ° y* a y.p,m,0 y*,a
(L) ¥y 7.202 3.318 2.723 2.352 3.569 2.345 4.206 2.648
[0.000} [0.000} [0.002}) [0.009] [0.000} [0.009} [0.000} ([0.000}
(2) p 1.131 5.280 1.926 2.027 0.784 4,019 9.936 2.172
0.340} [0.000} [0.036} [0.026] [0.666] (0.000} {0.000} [0.003})
(D m 2.055 0.766 4.221 0.797 0.973 0.624 2.495 0.651
[0.024} - [0.685} [0.000} [0.653} [0.477] [0.819} (0.000] {0.889}
(4) o 2.022 5.334 1.792 3.236 1.558 1.786 5.856 1.801
[0.026} {0.000} [0.055} [0.000] [0.111} [0.056} [0.000} [0.019}
(5) y* 0.981 1.704 0.725 1.530 2.596 1.844 1.468 3.049
[0.470} [0.072}) [0.725} {0.120} [0.004} [0.047} [0.044} [0,000}

(6) a 0.792 1.144 0.430 0.679 0.489 1.126 0.729 - 0.808
[0.658) (0.330] [0.949} [0.769] [0.918] [0.344] [0.896] [0.722}

(7) Hy: m, does not Granger cause ¥,,My-Py,O0u-Py,Yi 3, ~ X2(60) = 92.490 [0.004]

(8) Hp: m, does not Granger cause y,,D-Py,0, Py ~ X(36) = 80.504 [0.000}

The F-statistics in rows 1-6 test the null that the coefficients are zero all lags of the
variables in a given column, when the variable in a given row is on the left hand side.

P-values are given In brackets. The degrees of freedom for the tests in the first six
columns are (12,139), in column (7) are (48,139), in column (8) are (24,139).




B. Summary Statistics

s Right hand side variables Summary statistics
variable Sums of lag coefficlents
1) 2) ()] %) ) (6) N 8 (9) Qo)
y P n o y* a s.e. R} Q(42)
1) y -0.695  -1.477 1.216 0.416 1.173 0.176 1.033 .49 33,98
(0.348) (0.433) (0.420) (0.154) (0.311) (0.104) (0.81]
2) p 0.218 0.836 0.658 -0.085 -0.114 0,087 0.543 .71 23.66
(0.183) (0.228) (0.221) (0.081) (0.163) (0.055) [0.99]
(3)m -0.297 -0.109 0.709 0.032 0.200 0.018 0.359 .23 20,08
(0.121) (0.150) (0.146) (0.054) (0.108) (0.036) (1.00]
(4) o 0.378 4,179  -1.369 -0.697 -0.540 0.589 1.960 .60 34.01
(0.660) (0.822) (0.797) (0.293) (0.590) (0.197) (0.81]
(5) y* -0.029 0.240 -0.,177 -0.143 0.437 0.006 0.707 .38 29.29
(0.238) (0.296) (0.288) (0.106) (0.213) (0.071) (0.93]
(6) a 0.573 0.946  -0.469 -0.412  -0.547 0.297 3.545 -.11 25.49
(1.194) (1.487) (1.442) (0.529) (1.066) (0.357) (0.98]

In colunns (2)-(7), asymptotic standard errors are in parentheses. Column (8) presents
the standard error of the regression. In column (10), the p-value for the Q statistic
glven in brackets.



Table 3
Structural Estimates
A.Parameter Estimates

(2-1a) ye = .512(m,-p,) - .03a, + .20y; + [y'zy g + G
(.591)

(2-1b) Py = .255y, + .090, + D'z, + G
(.047)  (.023)

(2-1¢) my = -.038vy, -.057v, -.0L7v, + fa'zes + o
(.035)  (.112)  (.051)

(2-14) op = Bo'zpy + Gge

(2-1e) Yo = 065vy -.167v,, -.096V,, + .002v4 + Ptz + e
(.060) (.119)  (.169) (.032)

(2-1£) a, = .268vy, + 2.412v, + 1,859V - .366vg, -.021vyw + D02y + O
(.301) (.590) (.838) (.160)  (.428)

5y = 1.164; 5, = .531; G = .372; §, = 1.960; &y. = .706; 0, = 3.484.

B, Summary Statistics

Equation Right hand side variables Summary statistics
Sums of lag coefficients

) (2) 3) (4) (5) 6 [©)) ’ (8) (3) 0)
y P ' o y* a s.e. R? Q(42)

(2-1a) -0.408 -1.524 1.723 0.372 1.109 0.189 1.144 .36 27.64
(0.491) (0.481) (0.729) (0.184) (0.391) (0.122) [0.96]

(2-1b) 0.615 0.821 0.476 -0.032 -0.363 -0.013 0.531 .72 28.56
(0.195) (0.250) (0.225) (0.090) (0.169) (0.056) [0.94]

Asymptotic standard errors in parentheses. The coefficients in equation (2-la) in panel A
without standard errors were imposed rather than estimated. See notes to Table II for
additional descriptien.




Table 4

Varlance Decompositions

A, OQutput
Growth Rates Log Levels
Months ug u, uy u, Weatu, uy Ug Uy u, Uyatu,
1 87.2 8.1 1.6 0.6 2.4 87.2 8.1 1.6 0.6 2.4
2 74.4 15.9 1.4 2.8 5.5 80.3 6.3 3.6 1.2 8.6
3 71.3 16.5 1.7 2.8 7.7 73.5 4.4 3.1 1.8 17.2
6 64.8 15,6 3.1 6.4 10.0 54.4 2.2 6.4 0.9 36.1
12 60.9 13.4 7.2 5.9 12.6 34.5 4.3 12.3 0.6 48.4
24 57.3 11.9 11.8 7.6 11.5 15.7 15.2 12.8 2.8 53.6
60 57.8 11.3 11.9 8.0 11.0 14.6 23.2 6.4 2.0 53.8
B. Prices
Growth Rates Log Levels
Months  wuy u, Uy U,  uyetu, Ug u Uy U, Wyatu,
1 206 69.4 0.4 9.0 0.6 20.6 69.4 0.4 9.0 0.6
2 27.4 54.8 0.7 9.6 7.5 27.1  59.5 0.7 10.0 2.7
3 32.4 50,4 1.1 9.2 6.9 32,2 53.8 1.0 9.8 3.1
6 33,0 43.6 2.5 10.0 10.9 40.2 447 2.3 6.6 6.3
12 29.3 37.6 10.0 8.9 14.2 40.2  37.6 3.2 3.3 15.6
24 27.3  31.9 17.7 8.4 1l4.8 27.0  33.3 19.3 1.3 19.0
60 27.6 31.0 17.5 8.3 15.6 11.6 35.2 40.6 0.5 12.1
C. Money
Growth Rates Log Levels
Months  wuy u, Up U,  Uyatu, uy u, Uy U,  w.tu,
1 3.1 0.8 94.1 0.0 2.1 3.1 0.8 94.1 0.0 2.1
2 3.3 1.4 89.9 1.3 4.1 2.6 0.5 94.8 0.8 1.4
3 5.5 1.7 87.5 1.4 3.9 4.2 0.5 92.9 1.4 1.1
6 5.9 2.4 8l.6 2.7 7.4 5.2 0.2 91.2 1.4 2.0
12 10.8 2.9 73.2 4.4 8.7 9.8 0.2 86.3 0.6 3.1
24 14.1 3.2 67.3 4.9 10.5 23.5 0.1 72.8 0.7 2.9
60 15.8 3.6 64.5 5.3 10.7 27.2 0.9 66.8 0.3 4.9



011 Prices

)

Log Levels

Growth Rates

Uyt

Ug

Uy

u7.+u a

Yo

U4 U

Months

(=

0.0

0.0 0.0 100.0 0.0 0.0 0.0 0.0 100.0
1

.0

93.8

.8

3.5
9
17.8

79.9
S4
43

10
13
14
14

g
7
.0

23.9 2 20.4

28

.1

17

12

17.4

39

.6

12

16.0
15

24
60

4.5 28.7

.8

27.3

14.7

38.8

12

7

E. U.S. OQutput

Log Levels

Growth Rates

Uyutu,

U

Uyetu, uy u,

0.2 97.8
0.4 95.0

Ue

Uy

Months

.8

97

.2

0.2

0.2

2.2
2.2

1.

93.6

.3

0

0.4
8

.2

.9

70091
4.6 82

1

4.0 82.3
4.4 71.0

.5

.3
.6
.9

4
4

5.8
10.7
11

12

4.0
2

24
60

76

4.0

66.6

4

F. Real Exchange Rate

Log Levels

Growth Rates

Uyatl,

Ug

Uy

uyet,

Ug

Uy

Months

8
81.

7
5

7.
8

4.3
3

3
82.5

7
.8

7.
7

— o~

81
85

.5
7

81.6

4.8

.9

2.5

80.7

12

S

24
60

.5

.2

10.8 2.4 67.1

10.5

L)
[~

Computation described in text.

Standard errors not available,




Table 5
Percentage Changes During Contractions

A. Level of Output
(1) (2) (3) (4) (5) (6) (€] (8)
Actual Forecast (1)-(2) Components of (3) (percent):
Demand Cost Money  0il Foreign

(1) 73:11-75:3 -19.32 -11.71 -7.62 45, 23, 15. 5. 12,
(2) 77:1-77:10 0.60 1.79 -1.19 328. -24, 42, -7. -240.
(3) 80:2-83:2 1.89 8.82 -6.93 -11. 5. -2. LR 99.
(4) 85:6-86:11 -1.43 7.84 -9.27 27. 12. 22. 0. 39.

B. Price Level
(1) (2) (3) 4) (5) (6) (€] (8)
Actual Forecast (1)-(2) Components of (3) (percent):
Demand Cost Money  0il Foreign

(1) 73:11-75:3 24,96 24.71 0.25 -547, 1236. -624, -169. 204.
(2) 77:1-77:10  -0.12 5.99 -6.11 98. 15. 4, -6. -12.
(3) 80:2-83:2 6.81 1.19 5.62 49, -21. 59. -22. 35.
(4) 85:6-86:11 -13.95 -1.19 -12.76 52. -26. 1s5. -3. 62,

The dates given are the peak and trough of the four contractions in the sample.
Column 1 gives the actual percentage change in the variable during that contraction.
Column 2 gives the percentage change over that row’s contraction as forecast at the
the peak using parameters estimated over the whole sample. Column 3 gives the
difference between columns 1 and 2. Columns 4 to 8 decompose column 3 into the five
uncorrelated shocks in the model, expressed as a percentage of column 3; a plus sign
means that the shocks had the same sign as the entry in column 3. The numbers in
columns 4 to 8 may not add to 100 due to rounding.

ER




Table 6
Effects of Alternative Specifications

A. Alternative Specifications

Sample ay,a; levels, other

period trend
A 73:1-90:8 -.03,.20 no,no
B 73:1-90:8 -.20,.20 no,no
c 73:1-90:8 -.03,.05 no,mno
D 73:1-90:8 -.03,.20 no,no real exchange rate is random walk
E 76:1-90:8 -.03,.20 no,no
F 73:1-90:3 -.03,.20 no,no
G 73:1-90:8 -.03,.20 no,no high powered money instead of M2
H 73:1-90:8 -.03,.20 yes,yes
I 73:1-90:8 -.03,.20 yes,no

B. Granger Causality

(L (2) (3) (4) (5

Causalicty at .05 (.10) Level to: P-value for:

Ye Pt my Hy Hg
A-D y,p,m,0,y*,a p.,m,0,a y.m 0.004 0.000
E y,m,0,y* (y).,a (y),m 0.012 0.000
F y.p.,m,0,y*,a p,m,0,a y.m 0.003 0.000
G y,p.,0,¥*,a p,(m),a m, (o) ,y* 0.145 0.218
H y,p,m,0,y*,a p,(0),a (y),m 0.001 0.000 -
I y.p,(m),0,y*,a p,(m),a (y),m 0.013 0.001

C. Variance Decompositions of Levels at 24 Month Horizon
e Py My,

Ugtuyetu, uetu, up Ugtuyatu, utu, Uy ugtuyetu, Uty Uy
A 69 18 13 46 35 19 .26 1 73
B 66 22 12 60 20 20 23 1 75
C 69 18 13 46 35 20 27 1 72
D 70 17 12 45 35 20 28 1 72
E 69 16 16 55 36 8 35 4 62
F 67 17 16 49 4 17 33 1 66
G 69 27 4 65 33 2 53 10 37
H 56 37 7 51 3% 10 41 16 42
I 66 29 S 55 44 2 40 32 28




Notes:

1. The results for specification A, which is the one used in previous Tables, are
repeated for convenience of comparison. Specifications B and C impose different
values of the parameters a, and a;, which are defined in equation (2-la).
Specification D sets to zero all the coefficients in the reduced form equation for
a,. Specifications E and F try different sample periods. Specification G
substitutes high powered money for M2. 1In specifications A-F, all variables are in
differences; in specifications G and H all variables are in levels, with a trend
term in all equations in specification G.

2. In the first three columns in panel B, each variable that Granger causes the
indicated variable at the .10 but not .05 level is given in parentheses; the other
listed variables Granger cause at the .05 or lower level. The last two columns
report the results of the hypothesis tests are defined in lines (7) and (8) of Table
II. .

3. Totals in Panel C may not add to 100, due to rounding.



Table 7

Effects of Altarnative Monay Supply Rules

(1) 2) 3)
Means Standard deviations Corr with actual
(a) (b) (e) (a) (b) (c) (b) (c)

(Ly 0.304 0.305 0.298 1l.444  1.372 1.558 0.964 0.776
(2)p 0.274 0.279 0.2713 1.000 0.962 1.105 0.919 0.713
(NDm 0.845 0.845 0.842 0.410 0.291 0.569 0.710 0.197
(4)o 0.599 0.596 0.594 3.090 3.108 3.590 0.940 0.764
(S)y* 0.211 0.210 0.211 0.897 0.939 1.038 0.969 0.841
(6)a -0.130 -0.136 -0.132 3.367 3.461 3.822 0.979 0.877
(Dy+p 0.578 0.584 0.571 1.787 1.716 1.922 0.957 0.774

Money supply rule a is the one actuzlly estimated. Rule b sets expected money growth to a
constant. Rule g sets expected money growth according to

el = By + A(e1Yete-tPe - H2),
where ug=.845, up=.578 and A=-.25. The figures in (la) and (2a) are simply the sample

moments from the data. The figures reported in the remaining columns are computed from a
simulation under the indicated rule.
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IMPULSE RESPONSE FUNCTIONS

QUTPUT

PRICES

MONEY
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-05
096 e
080 -.15
-.20
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Appendiz
This presents some material omitted from the body of the paper to save
space:
1. Craphs of the impulse response functions of oil, foreign output and the
real exchange rate .................... et eesiicareteaetieatr i, 2
2. Unit root tests ........... .
3. Summary of estimates of structural parameters and of variance
decompositions
Specification B

Specification C
Specification D

4. Summary of estimates of reduced form, of structural parmaeters, and of
variance decompositions

Specification
Specification
Specification
Specificarion
Specification




IMPULSE RESPONSE FUNCTIONS

Appendix, p2

Real Exchange Rate

. 01l Foreign output
30 025 125
A
1.00
20 0.00 4‘\
ER K 0.75
%0 25
0.50
05
0.0 -50 0.25
6 25 44 6 26 46 6 26 46
30 0.00 1.20
25 -.10 1.00
§ 2.0 -20 0.80
‘15 -30 0.60
1.0 -40{ 0.40
05 -50 0.20
0.0 -60 0.00
6 25 44 6 26 46 6 26 46
35 0.08 1.28
30 0.00+) 112
25 -.08 0.96
20 -16 0.80
i1s -2 0.64
1. i )
1.0 _40 0.48
05 48 032
0.0 -56 0.16
6 25 44 6 26 46 6 26 46
275 0.00 -16
200 -.05 -.24
1.75 -10 ~32
. A0
15
150 -48
-20
2125 -56
2 -25 i
1.00 --30 -72
0.75 -35 -80
050 -.40 -88
26 46 6 26 46 6 26 46
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UNIT ROOT TESTS
The unit root tests included a constant, trend term and the indicated number of lags.

DICKEY FULLER TEST FOR LEVEL OF Y

Autccorrelations:

.982 .965 .948 .929 .912 .894 .876 .858 .841 .822 .806 . 790
.773 .759 L7464

.730 .718 .703 .691 .679 .667 .656 .648 .638 .630 .623 .614
.606 .598 .587

T-STAT WITH 6 LAGS -3.44191

T-STAT WITH 12 LAGS -4.19836

DICKEY FULLER TEST FOR DIFFERENCE OF Y

Autocorrelations:
-.240 .200 .283 -.053 .148 .098 .038 -.059 .301 -.189 .079 .049
-.252 119 -.211
-. 114 .040 -.074 -.169 .028 -.009 -.340 191 -.271 - .114 .088 -.141
-.003 .004 .003

T-STAT WITH 6 LAGS -3.66614

T-STAT WITH 12 LAGS -5.02804

DICKEY FULLER TEST FOR SECOND DIFFERENCE OF Y

Autocorrelations:
-.676 .145 167 -.214 .100 .004 .017 -.185 .342  -.304 .120 -110
-.272 .283  -.,173
-.022 .108 -.009 -.115 .091 .121  -.348 L399 -.249 -.018 L1720 -.147
.055 .001 .034

T-STAT WITH 6 LAGS -7.11149

T-STAT WITH 12 LAGS -4.57797

DICKEY FULLER TEST FOR LEVEL OF P

Autocorrelations:

.980 .958 .934 . 909 .883 .856 .828 .799 .769 .739 710 .680
.651 .622 .595

.567 . 540 .514 .489 465 .443 .421 401 .38§ .374 .364 .354
.345 .336 .327

T-STAT WITH 6 LAGS -3.02213

T-STAT WITH 12 LAGS -2,74866

DICKEY FULLER TEST FOR DIFFERENCE OF P

Autocorrelations:

.782 .603 . 504 466 424 .383 .347 .284 .255 .236 .228 .180
.095 .049 .025

.002 -.044 -,029 -.008 -.016 -.020 .0l4 .015 .020 .032 .057 .040
.042 .082 .109

T-STAT WITH 6 LAGS -3.59641

T-STAT WITH 12 LAGS -3.76573

DICKEY FULLER TEST FOR SECOND DIFFERENCE OF P

Autocorrelations:
-.078 -.178 -.134 -.001 .003 -.014 .073 -,078 -.019 -,006 .088 .080
-.083 -.050 -.022

.058 -.127 -.005 .071 -.016 -.077 .110 047 -.,0643 -.073 .045  -.042
-.085 .039 .073

T-STAT WITH 6 LAGS -6.77785

T-STAT WITH 12 LAGS -4.81675
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DICKEY FULLER TEST FOR LEVEL OF M
Autocorrelations:

984 .968 .952 .936 .919 .903
.799 .785 771

L7157 L744 .730 .717 .703 .690
.598 .585 .572

T-STAT WITH 6 LAGS -3.23823
T-STAT WITH 12 LAGS -2.36127

DICKEY FULLER TEST FOR DIFFERENCE OF M
Autocorrelations:

.221 469 .388 .382 .308 312
.148 .147 .034

.089 .064 . 069 .040 .062 .022
.089 .180 .090

T-STAT WITH 6 LAGS -3.66056
T-STAT WITH 12 LAGS -4.31002

.677

.032

DICKEY FULLER TEST FOR SECOND DIFFERENCE OF M

Autocorrelations:
-.637 .209 -.046 .040 -.045 .025
.032 .068 -.104

.037 -,017 .024 -,033 .039 -.039
-.034 113 -.095

T-STAT WITH 6 LAGS -6.19935
T-STAT WITH 12 LAGS -5.54654

DICKEY FULLER TEST FOR LEVEL OF O
Autocorrelations:

.988 974 .959 .941 .923 .903
747 . 724 .700

.676 .653 .629 . 605 .581 .556
.403 .388 .373

T-STAT WITH 6 LAGS -1.86387
T-STAT WITH 12 LAGS -1,89442

DICKEY FULLER TEST FOR DIFFERENCE OF O
Autocorrelations:

.020

-.039

.882

.531

.100

-.026

.025

-.025

.352 .073 .229 .213 .121 .151
-.033 -.027 .001
-,024 -,025 -.012 -.036 ~-.028 .018
.036 .034  -,028

T-STAT WITH 6 LAGS -4.16210
T-STAT WITH 12 LAGS -3.98495
DICKEY FULLER TEST FOR SECOND DIFFERENCE OF O
Autocorrelations:
-.284 -.334 .132 .061 -.096 .064
-.016 -.018 .043
-.019 -.013 .029 -.024 -.027 .068
.002 .048 -,045

T-STAT WITH 6 LAGS -7.76263

T-STAT WITH 12 LAGS ~5.57383

.872

210

.107

-.098

.119

. 507

.016

-.033

-.045

-.015

.857

.650

.304

-.006

.152

-.122

.839

-.012

-.010

-.065

.005

.842

.637

.079

.103

.012

.817

.003

.002

. 827

.185

.140

.057

.439

.033

.003

.029

.005

.813

.057

.079

.074

L771

419

.017

.009

.026

.004
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DICKEY FULLER TEST FOR LEVEL OF A

Autocorrelations:
.967 L9386 .906
.535 496 463
430 .395 .371
.116 .089 .062
T-STAT WITH
T-STAT WITH 1

.871

344

6 LAGS
2 LAGS

.837 799 .767
.317 .289 .266
-2.06454
-2.80256

DICKEY FULLER TEST FOR DIFFERENCE OF A

Autocorrelations:
-.027 .006 .072
-.106  -.065 .007
-.023 -.189 .036
-.021 -.004 .046
T-STAT WITH
T-STAT WITH 1

.007
-.013

6 LAGS
2 LAGS

.078 -.149 .019
.031 -.093 .066
-5.53521
-3.53395

DICKEY FULLER TEST FOR SECOND DIFFERENCE OF A

Autocorrelations:
-.516 -.015 .063 -.066 .145 -.192 .066
-.129 -.011 .051

.067 -.193 L1340 -,044 .079 -.135 .065
-.069 -.015 .046

T-STAT WITH 6 LAGS -9.18794

T-STAT WITH 12 1LAGS -5.87195

DICKEY FULLER TEST FOR LEVEL OF Y*
Autocorrelations:

.985 .968 .950 .932 .914 .895 .876
.768 .752 .735

.718 .702 .687 .673 .658 .644 .631
.555 544 .533

T-STAT WITH 6 LAGS -3.09644

T-STAT WITH 12 LAGS -3.56824

DICKEY FULLER TEST FOR DIFFERENCE OF Y*
Autocorrelations:

.502 .359 .265 .157 .091 .059 .038
-.060 -.147 -.101 )
-.135 -.087 -.059 -.087 -.134 -.179 -.166
-.020 .006 .016

T-STAT WITH 6 LAGS -4.69157

T-STAT WITH 12 LAGS -3.99006

DICKEY FULLER TEST FOR SECOND DIFFERENCE OF Y*
Autocorrelations:
-.334 -.067 ,020 -.034 -,044 .008 -.049
.033  -.119 .065
-.066 .014 .066 .003 -.014 -.052 -.037
.078 .021 .014

T-STAT WITH 6 LAGS -8.14256

T-STAT WITH 12 LAGS -4.87586

Johansen test statistic that there are at most

P-value(%)= 7.8

.734

.051

.086

.087

.858

.057

.121

.054

.097

.697

.000

-.080

.839

.004

-.050

-.010

661

.821

.592

.033

-.203

-.061

-.112

0.0 cointegrating vectors

.162

.103

.021

.052

.042

.804

.379

112

.178

.079

: 108.

.582

.143

114

.101

.120

.786

567

.026

122

.065

.094
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SAMPLE B
1V ESTIMATES

y(t) = .825(m(t)-p(t)) -.200a(t) + .200y*(t)
( .631)

p(t) = .397y(t) + .1000(t)
.052) ( .021)

m(t) - -.019vy(t) -.056vp(t) -.02Llva(t)
( .050) ( .118) ( .033)
yE(t) = .088vy(t) -.190vp(t) -.110vm(t) .005vo(t)

.052) ( .100) (¢ .136) ( .026)

a(t) = 1.278vy(t) 3.978vp(t) 1.835vm(t) -.435vo(t) -.220vy*(t)
( .292) ( .554) ¢ .759) ( .145) ( .388)

VARIANCE DECOMPOSITION FOR LEVELS

Y
HOR. ud Ue Um Uo Uy* + Ua
1 56.5 25.5 .6 .6 16.8
2 57.4 18.1 2.3 1.2 20.9
3 52.9 14.6 1.9 1.8 28.8
6 39.7 9.6 4.8 9 45.0
12 26.5 11.8 10.4 .6 50.7
24 12.4 19.6 11.5 2.8 53.7
60 11.0 29.8 6.0 2.0 51.2
: P
HOR. ud Uc Um Uo Uy* + Ua
1 32.2 48.8 3 9.0 9.6
2 46.1 39.2 6 10.0 4.1
3 52.5 33.6 9 9.8 3.1
6 64.4 25.3 2.1 6.6 1.6
12 71.1 20.3 3.2 3.3 2.1
24 55.7 19.0 19.8 1.3 4.1
60 29.6 24.7 42.1 .5 3.1
M
HOR. Ud Uc Um Uo Uy* + Ua
1 4.4 6 93.8 o] 1.1
2 3.1 4 94.9 .8 .9
3 3.8 3 93.5 1.4 1.0
6 4.3 3 92.1 1.4 1.9
12 7.7 2 87.9 6 3.6
24 21.3 .6 75.2 7 2.1
60 26.5 3.0 69.2 3 1.1
0
HOR. ud Uc Um Uo Uy* + Ua
1 .0 .0 0 100.0 .0
2 1.1 .0 .8 97.1 1.0
3 9.8 7 1.9 85.6 1.9
6 34.7 11.1 1.8 51.6 .8
12 58.8 12.8 2.7 20.4 5.1
24 59.7 14.0 9.8 8.3 8.2
60 42.9 17.7 26.2 4.5 8.6
Y*
HOR. ud Uc Um Uo Uy* + Ua
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Appendix, p8

SAMPLE C
IV ESTIMATES
y(t) = .537(m(t)-p(t)) -.030a(t) + .050y*(t)
( .485)
p(t) = .255y(t) + .0940(t)
( .037) (¢ .019)
m(t) = -.041vy(t) -.059vp(t) -.018va(r)
( .028) ( .090) ( .041)
y*(t) = .120vy(t) -.133vp(t) -.120vm(t) .002vo(t)
( .048) ( .095) ( .136) ( .026)
a(t) = .265vy(t) 2.418vp(t) 1.860vm(t) -.344vo(t) .020vy*(t)
( .242) ( .475) ( .675) (¢ .129) ( .344)
VARIANCE DECOMPOSITION FOR LEVELS
Y
HOR . ud Uc Um Uo Uy* + Ua
1 88.2 8.1 1.9 .6 1.2
2 82.8 6.3 4.0 1.2 5.8
3 77.7 4.4 3.4 1.8 12.7
6 60.6 2.2 6.8 9 29.4
12 40.6 4.3 12.7 .6 41.9
24 18.8 15.2 13.0 2.8 50.2
60 18.6 23.2 6.4 2.0 49.8
P
HOR. ud Uc Um Uo Uy* 4+ Ua
1 20.7 69.5 4 9.0 .3
2 27.5 59.6 .8 10.0 2.2
3 32.5 53.9 1.1 9.8 2.6
6 40.3 44.8 2.5 6.6 5.9
12 40.7 37.7 3.4 3.3 14.9
24 27.5 33.4 19.7 1.3 18.1
60 11.9 35.2 40.9 5 1.5
M
HOR. ud Uc Um Uo Uy* + Ua
1 3.5 8 93.7 0 2.0
2 2.9 5 94.5 .8 1.4
3 4.4 5 92.5 1.4 1.2
6 5.2 2 90.7 1.4 2.5
12 9.5 2 85.7 6 4.0
24 23.3 1 72.0 7 3.9
60 27.8 8 65.9 3 5.2
(o]
HOR. ud Uc Um Uo Uy* + Ua
1 .0 .0 0 100.0 .0
2 1.3 .2 .9 97.1 .6
3 8.0 2.4 2.2 85.6 1.7
6 19.3 19.7 2.0 51.6 7.5
12 28.2 23.9 2.8 20.4 24.7
24 25.0 25.2 9.5 8.3 32.0
60 14.6 27.3 25.1 4.5 28.5
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Appendix, plo

SAMPLE D
IV ESTIMATES

y(t) = .537(m(t)-p(t)) -.030a(t) + .050y*(t)
( .485)

p(t) = .255y(t) + .094o0(t)
( .037) ¢ .019)

m(t) = -.04lvy(t) -.059vp(t) -.0l8va(t)
( .028) (¢ .090) ( .041)

y*(t) = .120vy(t) -.133vp(t) -.120vm(t) .002vo(t)
( .048) ( .095) ( .136) ( .026)

a(t) = .265vy(t) 2.418vp(t) 1.860vm(t) -.344vo(t) .020vy*(t)
( .242) ( .475) ( .673) ¢ .129) ( .344)

VARIANCE DECOMPOSITION FOR LEVELS

Y
HOR. ud Uc Um Uo Uy* + Ua
1 88.2 8.1 1.9 .6 1.2
2 82.8 6.3 4.0 1.2 5.8
3 77.7 4.4 3.4 1.8 12.7
6 60.6 2.2 6.8 9 29.4
12 40.6 4.3 12.7 .6 41.9
24 18.8 15.2 13.0 2.8 50.2
60 18.6 23.2 6.4 2.0 49.8
P
HOR. ud Uc Um Uo Uy* + Ua
1 20.7 69.5 K 9.0 .3
2 27.5 59.6 .8 10.0 2.2
3 32.5 53.9 1.1 9.8 2.6
6 40.3 44.8 2.5 6.6 5.9
12 40.7 37.7 3.4 3.3 14.9
24 27.5 33.4 19.7 1.3 18.1
60 11.9 35.2 40.9 S 11.5
M
HOR . ud Ue Um Uo Uy* + Ua
1 3.5 8 93.7 .0 2.0
2 2.9 5 94.5 .8 1.4
3 4.4 5 92.5 1.4 1.2
6 5.2 2 90.7 1.4 2.5
12 9.5 2 85.7 .6 4.0
24 23.3 1 72.0 .7 3.9
60 27.8 8 65.9 .3 5.2
]
HOR. ud Uc Um Uo Uy* + Ua
1 .0 .0 0 100.0 .0
2 1.3 .2 .9 97.1 .6
3 8.0 2.4 2.2 85.6 1.7
6 19.3 19.7 2.0 51.6 7.5
12 28.2 23.9 2.8 20.4 24.7
24 25.0 25.2 9.5 8.3 32.0
60 14.6 27.3 25.1 4.5 28.5
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SAMPLE E

LHS

y*

y*

(

[

(

(

8.320
.000]

1.655
.088)

1.796
.058]

2.082
.024)

.707
.741])

.507
.906)

.818
.513)

.063
.233)

345
.182)

.188
.939)

.209
.366)

.321
.962)

Appendix, pl2

Reduced Form Granger Causallty Tests

P
1.232

[ .272)
1.589

[ .106]
.797

[ .652]
3.003

[ .001]
1.867

[ .047)
.875

[ .575]

RHS

m o y*
3.368 2.498 3.472
( .000] [ .006] [ .000]
1.032 1.573 1.104
[ .426) [ .111] [ .365}
3.392 .884 1.303
[ .000] [ .565] [ .228]
1.044 2.271 1.602
[ .415] [ .013) [ .102]
.786 .548 2.667
[ .664] [ .878) [ .004]
480 714 . 600
[ .922] [ .734] [ .838)
Sums of distributed lag coefficients

p m o y*
-.964 .959 .357 1.118
( .641) ( .579) ( .202) ( .332)
.709 .362 .003 .034
( .291) ( .263) ( .092) ( .150)
.012 .723 .002 .205
( .227) ( .205) ( .072) ( .118)
5.454 -.335 -.953 -.416
(1.174) (1.061) ( .370) ( .608)
.628 .17¢9 -.244 .570
( .457) ( .413) ( .144) ( .237)
1.246 -.458 -.639 -.645
(2.453) (2.217) ( .773) (1.270)

1.110
[ .360]

4.256
[ .000]

.867
[ .582]

.752
[ .697]

.981
[ .472)

.742
[ .707]

.089
( .114)

.070
( .052)

-.004
( .040)

.367
( .209)

.009
( .081)

477
( .437)
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SAMPLE E
IV ESTIMATES
y(t) = 1.337(m(t)-p(t)) -.030a(t) + .200y*(t)
( .651)
p(t) = .295y(t) + .1100(t)
(¢ .051) ( .022)
m(t) = -.087vy(t) -.109vp(t) -.006va(t)

( .032) ( .127 ( .029)

yk(t) = L0l4vy(t) -.083vp(t) -.1l49vm(t) -.036vo(t)
{ .055) ( .126) ( .153) ( .032)

a(t) = 125vy(t) 4.598vp(t) LB62vm(t) -.597vo(t) -.193vy*(t)
( .264) { .597) ¢ .731) ( .151) ( .365)

VARIANCE DECOMPOSITION FOR LEVELS

Y
HOR. ud - Uc Um Uo Uy* + Ua
1 57.6 28.1 9.1 3.7 1.4
2 54.2 21.8 13.4 2.9 7.7
3 50.3 17.1 12.9 2.0 17.6
6 31.4 9.2 13.3 3.2 42.8
12 14.5 3.7 21.7 3.4 56.6
24 6.2 2.9 15.6 12.7 62.6
60 3.5 4.0 15.6 10.6 66.2
P
ROR ud Uc Um Uo Uy* + Ua
1 24.4 60.9 3.9 10.2 .6
2 29.7 49.3 4.9 9.3 6.9
3 34.7 42.3 5.7 7.2 10.1
6 37.8 37.2 4.2 4.4 16.5
12 38.2 33.6 2.9 1.9 23.4
24 28.1 35.6 8.2 .7 27 .4
60 16.0 44.5 17.7 .3 21.4
M
HOR. ud Uc Um Uo Uy* + Ua
1 7.4 0 92.4 .0 .2
2 6.3 3 90.4 2.3 .7
3 8.7 .8 86.4 2.4 1.7
6 13.4 2.3 81.0 1.8 1.5
12 20.9 2.9 73.7 7 1.8
24 31.9 2.9 61.6 8 2.9
60 43.2 3.3 44.9 6 8.1
[}
ROR. ud Uc Um Uo Uy* + Ua
1 .0 .0 .0 100.0 0
2 .9 .8 2.0 96.3 .0
3 6.0 2.8 3.2 86.6 1.5
6 17.7 20.8 2.1 48.3 11.0
12 26.4 29.2 4.4 13.9 26.1
24 27.0 30.9 6.5 4.4 31.2
60 17.0 37.5 14.9 2.3 28.4
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Appendix, pl5

SAMPLE F
Reduced Form Granger Causality Tests
LHS RHS
y P m o y* a
y 6.463 3.099 2.681 2.237 3.186 2.405
[ .000] [ .001] [ .003] [ .013] [ .000] [ .008]
p 1.198 5.154 1.936 1.837 .759 4.031
[ .291) [ .000] [ .035] [ .048] [ .691] [ .000]
m 2.010 1.240 8.161 .987 784 .500
[ .028] [ .263] [ .000] [ .464] [ .666] [ .911]
o 2.086 5.199 1.569 3.135 1.561 1.765
[ .022] [ .000] { .108] [ .001] [ .110] [ .060]
y* .996 1.741 479 1.458 2.443 1.884
[ .456] [ .065] [ .924] [ .148] [ .007] [ .042]
a .739 1.128 .350 .644 446 1.153
[ .712] [ .343] [ .978] [ .801] [ .942] [ .323]
Sums of distributed lag coefficients
y P m -] y* a
y -.620 -1.374 1.182 .389 1.112 .165
( .359) ( .448) ( .426) ( .158) ( .320) ( .106)
P 247 .861 642 -.090 -.137 .084
( .189) ( .235) ( .224) ( .083) ( .168) ( .056)
m -.281 -. 164 .799 .051 .162 .029
( .09%0) ( .113) ( .107) ( .040) ( .080) ( .027)
[} .530 4.318 -1.394 -.727 -.668 .596
( .682) ( .850) ( .810) ( .300) ( .607) ( .20
y* -.038 .268 -.209 -.152 454 .003
( .245) ( .305) ( .291) ( .108) ( .218) ( .072)
a .664 .959 -.379 -.408 -.657 .307

(1.238) (1.543) (1.469) ( .543) (1.102) ( .365)
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SAMPLE F
IV ESTIMATES
y(t) = .585(m(t)-p(t)) -.030a(t) + .200y*(t)
( .501)

p(t) = .270y(t) + .0%o0(t)
( .039) ( .019)

m{t) = -.023vy(t) -.05lvp(t) -.0l6va(t)
( .020) ( .065) ( .029)

y*(t) = L067vy(t) -.l4b6vp(r) .199%9vm(c) .001vo(t)
( .049) ( .097) ( .192) ( .026)

a(t) = .252vy(t) 2.477vp(t) 2.235vm(t) -.354vo(t) .043vy*(t)
( .248) ( .487) ( .965) ( .132) ( .354)

VARTIANCE DECOMPOSITION FOR LEVELS

Y
HOR. ud Uc Um Uo Uy* + Ua
1 85.6 10.0 1.3 .8 2.4
2 78.2 7.4 5.8 1.3 7.3
3 72.1 5.2 5.2 1.9 15.7
6 53.9 2.6 9.3 9 33.2
12 34.3 4.4 15.3 .5 45.4
24 15.9 14.4 16.0 2.6 51.0
60 14.6 23.4 7.6 2.1 52.3
P
HOR. ud Uc Um Uo Uy* + Ua
1 22.6 67.7 .3 8.6 .6
2 29.7 57.1 .9 9.6 2.6
3 35.2 51.1 1.1 9.4 3.1
6 43.1 41.9 2.6 6.2 6.2
12 42.6 35.1 4.1 3.1 15.1
24 28.8 32.7 17.2 1.2 20.1
60 12.1 36.4 34.3 .5 16.8
M
HOR . ud Ue Um Uo Uy* + Ua
1 3.4 1.4 91.8 .0 3.5
2 3.2 8 93.2 .5 2.3
3 5.8 6 90.9 1.1 1.6
6 8.0 7 87.1 1.9 2.2
12 15.2 3 81.0 7 2.8
24 31.6 N 66.2 b 1.4
60 32.4 3.0 62.2 .2 2.2
0
HOR. ud Uc Um Uo Uy* + Ua
1 .0 .0 0 100.0 .0
2 1.4 .2 .9 97.0 .6
3 8.5 2.3 2.0 85.0 2.2
6 20.7 18.7 2.4 50.1 8.1
12 29.1 22.3 4.0 19.3 25.2
24 26.2 24.0 9.1 7.6 33.1
60 14.6 26.4 21.6 4.2 33.3

Y&
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Uy* + Ua

Uo

Uc Um

ud

HOR.

97

95
95

1

.3

92

4.0

12

82

1.2

3.8
2

79.4

.5

60

83.8

Uy* + Ua
82

Uo
.8

Ue Um
7

ud

HOR.

5

.7

82

5.8
5.9

6

7

3.6

86
84

3.9

.2

82

5.2 5.4
6.2

24
60

81.8

3.0

4



SAMPLE G

LHS

y*

y*

5.184
[ .000}

1.377
[ .184]

1.351
[ .197)

1.527
[ .121}

.B86
[ .563}

.770
[ .680)

-.573
( .336)

.391
( .168)

.007
( .006)

.133
( .617)

-.133
( .215)

.256
(1.061)

Appendix, pl8

Reduced Form Granger Causality Tests

RHS
P m
3.409 1.119
[ .000] [ .350}
8.412 1.694
[ .000] [ .074)
.945 6.383
[ .504} [ .000}
5.434 1.122
[ .000} [ .347)
1.571 904
[ .107] [ .545}
1.333 1.035
[ .206] [ .421}
Sums of distributed
P m
-1.875 57.205
( .467) (20.989)
1.153 11.088
( .233) (10.487)
.015 -.382
( .008) ( .348)
4,170 -65.422
( .856) (38.503)
.168 -4.143
( .299) (13.434)
1.074 -50.987
(1.472) (66.216)

o y*

2.316 3.530

[ .010] [ .000]

1.447 932

[ .152) [ .517]

1.682 1.898

[ .077} [ .039)

2.182 1.626

[ .016} [ .091}

1.333 2.270

[ .207) [ .012)

.727 452

[ .723) [ .939]
lag coefficients

<] y*

.538 1.353
(.171) ( .326)
-.152 -.231
( .085) ( .163)
-.005 -.006
( .003) ( .005)
-.706 -.665
( .314) ( .599)
-.127 .506
( .110) ( .209)
-.553 -.501

( .540)  (1.030)

1.907
[ .038]

3.067
[ .001}

.493
[ .916]

1.408
{ .169}

1.687
[ .076}

1.233
[ .267)

L2641
(¢ .111)

. 043
( .055)

-.002
( .002)

.513
( .204)

.013
( .071)

.299
( .350)
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SAMPLE G
IV ESTIMATES
y{t) = .771(m(t)-p(t)) -.030a(t) + .200y*(t)
.549)
p(t) = ,261y(t) + .09lo(t)
( .038) ( .019)
m(t) = -.006vy(t) -.0l4vp(t) .009va(t)

.003) ( .010) ( .005)

y*(t) = L046vy(t) -.127vp(t) -5.491lvm(t) -.019vo(t)
( .049) ( .099) ( 6.069) ( .029)

a(t) = -1.068vy{t) &4.413vp(t)-362.45vm(t) -1.108vo(t) -.037vy*(t)
( .518)  ( 1.054) (64.504)  ( .304) ¢ .739)
VARTANCE DECOMPOSITION FOR LEVELS

Y
HOR. ud Uc Unm Uo Uy* + Ua
1 84.3 12.9 b 1.2 1.2
2 82.9 9.2 .3 9 6.7
3 77.6 6.4 .2 9 14.8
6 63.4 3.1 .3 7 32.5
12 46.3 6.6 1.5 .5 45.1
24 20.9 24.8 3.9 2.4 47.9
60 11.1 35.8 11.3 1.3 40.5
P
HOR. ud Uc Unm Uo Uy* + Ua
1 23.0 69.0 .1 7.6 .3
2 31.4 59.0 1.2 7.8 .6
3 36.5 54.4 1.0 7.5 .6
6 45.8 48.2 1.1 4.3 .6
12 53.6 40.0 3.0 1.6 1.9
24 54.9 32.5 2.0 1.0 9.7
60 48.9 26.8 1.5 2.5 20.3
M
HOR. ud Uc Um Uo Uy* + Ua
1 1.3 5.4 17.9 3.4 72.0
2 2.9 5.3 18.0 3.3 70.5
3 2.6 4.4 19.9 3.1 69.9
6 3.2 4.1 23.1 4.8 64.8
12 4.8 5.8 26.4 5.2 57.8
24 5.4 3.7 37.0 6.0 47.8
60 2.1 1.5 50.6 7.4 38.5
0
HOR. ud Uc Um Uo Uy* + Ua
1 .0 0 .0 100.0 .0
2 1.3 1 .0 97.6 1.0
3 7.5 1.0 .6 88.7 2.1
6 20.5 20.7 5.7 52.1 1.0
12 34.8 28.3 15.7 20.2 1.0
24 43.7 28.0 15.0 7.4 5.9
60 46.1 25.4 9.8 3.1 15.6
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Appendix, p2l

SAMPLE H
Reduced Form Granger Causality Tests
LHS RHS
Yy P m o y* a
y 10.780 3.182 2.002 2.885 3.650 2.423
{0.000] [0.000] {0.028] [0.001] {0.000) [0.007]
p 1.171 87.051 1.557 1.781 0.610 3.788
[0.310] {0.000] [0.111] {0,057] [0.831] [0.000]
m 1.651 1.103 263.816 1.188 1.220 1.225
[{0.085] [0.363] [0.000] [0.298] [0.276] [0.272]
(<] 1.900 4,077 1.374 38.016 1.612 1.317
[0.039] [0.000] [0.185] {0.000] {0.095] [0.215]
y* 1.244 1.129 1.400 1.016 63.367 1.838
[0.260] [0.342] {0.173] [0.438] [0.000] [0.048)
a 1.076 1.229 0.510 0.748 0.767 55.242
[0.385] [0.270] {0.905] [0.702] [0.684] [0,000]
Sums of distributed lag coefficients
y p m o y* a
y 0.761 -0.246 0.097 0.088 0.143 -0.001
(0.074) (0.091) (0.055) (0.028) (0.057) (0.015)
p 0.013 0.923 0.057 0.017 0.006 0.007
(0.040) (0.049) (0.030) (0.015) (0.031) (0.008)
m -0.029 -0.027 0.965 0.010 0.030 -0.009
(0.025) (0.031) (0.019) (0.010) (0.019) (0.005)
<] 0.045 0.355 -0.047 0.882 0.067 0.017
(0.142) (0.175) (0.105) (0.054) (0.109) (0.028)
y* 0.036 -0.030 0.077 -0.009 0.894 0.009
(0.051) (0.063) (0.038) (0.019) (0.039) (0.010)
a 0.456 0.090 -0.063 -0.015 -0.339 0.863

(0.255) (0.315) (0.190) (0.096) (0.196) (0.051)
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SAMPLE H
1V ESTIMATES
1y(t) = .423(Im(t)-1p(t)) -.030la(t) +  .200ly*(t)
( .380)
1p(e) = .2291y(t)  .108lo(t)
¢ .037) ¢ .019)
Im(t) =  -.037vy(t) -.066vp(t) -.0l0va(t)

( .029) ( .081) ( .037)

1y*(t) = .070vy(t) ~-.150vp(t) -.047vm(t) .009vo(t)
( .048) (¢ .095) ( .139) ( .026)

la(t) = .366vy(t) 2.362vp(t) .967vm(t) -.363vo(t) -.140vy*(t)
(  .240) ( .464) ( .675) ¢ .129) ( .341)

VARIANCE DECOMPOSITIONS

Y .
HOR. ud Ue Um Uo Uy*+Ua
1 89.3 6.3 1.3 .6 2.4
2 79.6 6.2 2.7 2.0 9.4
3 70.9 4.4 2.3 3.7 18.8
6 51.2 2.3 5.3 2.9 38.2
12 33.2 7.3 9.3 4.8 45.4
24 24.3 33.6 7.0 3.4 31.7
60 24.0 33.9 7.4 3.9 30.8
P
HOR. ud Uc Um Uo Uy*+Ua
1 16.1 71.0 2 12.2 4
2 23.7 59.8 2 13.2 3:1
3 29.0 53.7 3 13.1 3.9
6 35.2 44.8 .5 10.9 8.7
12 36.5 33.2 1.3 10.1 18.9
24 29.8 24.3 9.9 14.5 21.4
60 25.8 18.3 10.9 17.2 27.8
M
HOR. ud Ue Um Uo Uy*+Ua
1 2.8 8 95.6 .0 7
2 2.4 6 95.0 .8 1.2
3 4.5 9 91.0 1.6 2.1
6 6.6 .6 85.9 2.0 4.9
12 10.0 7.9 74.0 1.1 7.0
24 23.4 15.1 42.4 1.2 17.9
60 30.7 8.1 21.3 14.6 25.3
0
HOR, ud Uc Um Uo Uy*4Ua
1 .0 .0 .0 100.0 .0
2 1.8 3 .9 95.5 1.5
3 8.1 ©3.5 1.9 82.0 4.4
6 18.0 24.0 1.2 48.2 8.6
12 29.9 22.5 1.3 22.3 24,0
24 30.3 16.4 5.5 21.6 26.3
60 24.5 12.6 8.4 24.8 29.6
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Y*

Uy*+Ua

98.1
95.6
95.3
90.7
85.0
45.9
38.7
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SAMPLE 1

LHS

y*

y*

y
8.878
[ .000]
1.173
[ .309]
1.628
[ .091]
2.038
[ .025]
1.176
[ .307]
1.139
[ .335]
y
.912
¢ .113)
-.036
( .061)
-.053
( .039)
-.029
( .211)
.019
¢ .077)
.933
( .386)
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Reduced Form Granger Causality Tests

RHS

p m o y*
3.171 1.647 2.709 3.224
[ .001] [ .086] [ .003] [ .000]
100.027 1.732 1.411 .802
[ .000] [ .067] [ .168] [ .648]
1.156 62.385 .818 .859
[ .322] [ .000] [ .632] [ .590)]
4.846 1.461 36.448 1.537
[ .000] [ .147] [ .000] [ .118]
1.271 1.072 1.323 55.676
[ .243] [ .388)] [ .212] [ .000]
1.023 .555 .597 .579
[ .431] [ .874] [ .842] [ .856]
Sums of distributed lag coefficients

P m ° y*
-.252 -.313 .112 .137
( .193) ( .358) ( .049) ( .126)
1.097 .385 .012 -.039
( .104) ( .193) ( .026) ( .068)
.007 .893 .014 .031
( .067) ( .125) ( .017) ( .0a4)
1.092 .290 .898 -.039
( .360) ( .668) ( .091) ( .235)
-.072 -.234 -.004 .754
( .132) ( .245) ( .033) ( .086)
-.039 -1.260 -.094 -.417
( .657) (1.221) ( .165) ( .430)

2.211
[ .014)
3.829
[ .000]
.622
[ .821]
1.717
[ .070]
1.721
[ .069]
52.995
[ .000]
a
-.011
( .034)
027
( .018)
-.002
( .012)
.165
( .064)
.011
( .023)
1.006
( .116)



SAMPLE 1
ly(t) =
(
lp(t) ~
(
lm(t) =
(
ly*(t) =
la(t) =
HOR.
1 89.
2 79.
3 70.
6 51.
12 37.
24 29.
60 31.
HOR.
1 16
2 24
3 30
6 37
12 42
24 39
60 29
HOR.
1
2
3
6
12 17
24 35
60 39
HOR.
1
2 1
3 8
6 19
12 35
24 39
60 28

PoNNmRWAE RARRNERNN®E

cNwmLwoa

MWWV WNA
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IV ESTIMATES

,423(lm(e)-1p(t)) -.0301la(t) + .2001y*(t)
.382)

.2391y(t) .108lo(t)
.038) ( .019)

.035vy(t) -.075vp(t) ~-.0l17va(t)
.030) ( .082) ( .038)

.069vy(t) -.112vp(t) -.100vm(t) .005vo(t)
.049) ( .094) ( .139) ( .027)

.388vy(t) 2.412vp(t) 1.565vm(t) -.365vo(t)
.242) ( .459) ( .677) ¢ .129)

VARIANCE DECOMPOSITIONS

Y
Uc Um Uo Uy*+Ua
6.5 1.1 .6 2.6
6.6 2.3 2.0 9.9
4.6 1.7 3.5 19.8
2.3 3.1 2.6 40.2
3.5 5.9 4.5 48.4
26.1 4.5 3.1 37.1
27.4 4.6 5.5 30.7
P
Uc Um Uo Uy*+Ua
70.7 2 11.7 .5
59.9 2 12.3 3.0
54.2 1 11.8 3.7
46.4 2 8.9 7.1
37.3 5 7.2 12.8
32.4 .9 11.7 15.6
31.2 1.6 18.4 19.8
M
Uc Un Uo Uy*+Ua
1.5 93.2 0 1.9
1.1 93.4 .8 1.6
1.9 89.2 1.5 1.7
2.3 83.2 1.8 3.0
15.4 63.3 .9 2.6
30.9 27.2 1.5 5.2
33.9 10.5 9.7 6.5
0
Ue Um Uo Uy*+Ua
.0 0 100.0 .0
.3 .8 95.4 1.6
3.8 1.8 81.3 4.5
26.0 1.0 45.2 8.0
26.9 8 18.4 18.6
24.8 .7 16.1 18.7
25.0 1.5 23.0 22.6

- 161vy*(t)
.340)
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Yx

Uy*+Ua

98 .4
95

ud

HOR.

N

.6
.1

2

2

2

3
17.0

o~

96.

93

87

.1

12

57.4
48

6

13

24
60

.2

12

18.0

Uc Um

Ud

HOR .

Uy*+Ua

82.7
82

7

.9
.7

81.6

.5

81.9
75

6
13
25
20

.9

12

58.1
44

3

.3
10.4

24
60

4.4






