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1 Introduction

American life is segregated by income and race in domains ranging from residences to me-

dia diets. Given that social connections matter for economic mobility, the segregation of

interactions by income raises important questions. Whether people’s preferences over the

demographic composition of those around them contribute to income segregation is particu-

larly contentious. In this paper, we study how different demographic groups are exposed to

high-income individuals in shared commercial spaces. We estimate individuals’ preferences

over the racial and income composition of co-patrons and use them to quantify sources of

cross-group differences in experienced income segregation.

To measure exposure to high-income co-patrons, we use data on the movements of mil-

lions of smartphones in the United States in 2018 and 2019. Joining these movement data

with building-level residential demographics, we measure the socioeconomic composition of

each venue’s patrons and characterize eight groups’ exposure to different co-patron mixes.

The eight demographic groups are four racial-ethnic categories (Asian, Black, Hispanic, and

White) interacted with two income categories (split by median income).1

We find large differences across groups in exposure to high-income co-patrons. Unsurpris-

ingly, within each racial group, high-income individuals have greater high-income exposure.

Within income groups, Black and Hispanic individuals have lower high-income exposure than

Asian and White individuals. High-income Black individuals, for example, experience nearly

the same high-income exposure as low-income White individuals.

We consider three explanations for these demographic differences in experienced income

segregation. First, differences in proximity to venues: low-income individuals may live far

from venues with high-income patrons. Second, differences in preferences for product at-

tributes: groups might vary in their price sensitivity or taste for particular services. Third,

preferences over the demographics of co-patrons: these preferences encompass all the ways

co-patron mix may affect an individual’s likelihood of choosing a venue. This includes their

affinities for certain groups but also, for instance, how a concentration of young professionals

working in a coffee shop might create a productive ambiance.

To distinguish between these explanations, we estimate preferences using choices of venues

within chain businesses. In our venue-choice model, people trade off the cost of a longer trip

with the benefits of venue characteristics. Controlling for proximity, we separate preferences

over co-patron mix from tastes for product attributes by contrasting venues within the same

1Following US government and social science conventions, the four racial/ethnic groups we observe are
non-Hispanic Asian, non-Hispanic Black, Hispanic, and non-Hispanic White. For the sake of brevity, we
often omit the adjective “non-Hispanic” and simply refer to these racial-ethnic groups as racial groups.
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chain, which offer the same product but vary in their co-patron demographics.2 We specify

demographic preferences as a flexible function of the high-income share of co-patrons and

the same-race share of co-patrons. This flexibility allows us to capture complementarities

between race and income composition and to distinguish preferring perfectly homogeneous

co-patrons from a mere aversion to being unlike everyone else.

Our baseline estimation sample contains visits to restaurants, the business category with

the largest number of chain venues. Chain restaurants are well suited as a laboratory to

estimate demographic preferences, because they are frequently visited and tend to have ho-

mogeneous venues. We can therefore estimate demographic preferences, and their evolution

over time, with greater precision and detail than one could in other choice settings like

home purchases or school enrollments. To the extent possible, we also report demographic

exposure and preference estimates within a range of other commercial and public venues.

Our estimates reveal notable regularities across demographic groups in their preferences

over co-patron composition. High- and low-income individuals exhibit similar levels of racial

homophily (a preference for one’s own race). Black, Hispanic, and White individuals have

similar levels of racial homophily (with that of Asian individuals being somewhat stronger).

Members of different racial groups have broadly similar preferences for high-income exposure

(with those of White individuals being somewhat weaker). Only high-income individuals,

however, exhibit monotone preferences over the share of co-patrons who are high-income.

Low-income individuals prefer establishments with an integrated mix of low- and high-income

co-patrons.

These preferences for demographic exposure are economically large. Individuals are will-

ing to travel two to three additional kilometers to visit a venue in the 95th percentile of either

the same-race or high-income distribution rather than a venue at the 5th percentile.3 This

translates into willingness to pay of a few thousand dollars per year, close in magnitude to

willingness to pay for schools with high test scores (e.g., Black, 1999; Bayer, Ferreira, and

McMillan, 2007).

Given these regularities in demographic preferences, why does demographic exposure dif-

fer between groups? Differences in tastes for product attributes, the first of three possible

explanations, are small: little income segregation arises from high-income individuals visit-

2For retail chains, brand power and economies of scale depend on a standardized offering, so product
availability and service quality in a chain venue do not typically reflect the local composition of co-patrons.
Even chains whose design footprint is less standardized, like Starbucks, strive to create a consistent experience
and fixed menu across venues. In a robustness exercise, we restrict our estimation sample to the most
standardized restaurant chains, such as Olive Garden, which is wholly owned instead of franchised and
whose Google review ratings vary little across venues.

3The exception to this 95th-5th comparison is low-income individuals’ preference for high-income exposure,
because they prefer economically integrated venues.
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ing different chains. In fact, within-chain income segregation resembles income segregation

across all non-residential venues, including public and commercial venues. For example, both

high- and low-income people visit McDonald’s restaurants, but they tend to choose different

McDonald’s locations.4 We use our estimated model to show that neighborhood of residence

and demographic preferences are the factors that largely explain cross-group differences in

exposure.

Racial differences in high-income exposure stem from how preferences over co-patron

demographics interact with the joint distribution of income and race across venues. For

instance, high-income Black and White individuals have similar willingness to travel to

high-income venues. Black individuals, however, visit venues with much smaller shares

of high-income co-patrons, even conditional on the distances between their residences and

high-income venues. This reflects the role of racial homophily. Because majority-Black

and majority-Hispanic venues generally have lower-income co-patrons, Black and Hispanic

individuals face a trade-off between visiting heavily high-income venues and visiting heavily

same-race venues that Asian and White individuals do not face.

The gap in high-income exposure between low- and high-income individuals within racial

groups reflects differences in residential sorting and preferences. Low-income people both

live in poorer neighborhoods and have weaker preferences for high-income co-patrons. High-

income individuals tend to live in neighborhoods near venues with many high-income co-

patrons. Conditional on where they live, their stronger income preferences lead them to

choose venues with more high-income co-patrons. Overall, demographic preferences explain

observed income exposure more for high- than low-income people.

To further examine how demographic preferences relate to neighborhood choice, we es-

timate how demographic preferences vary across neighborhoods with different demographic

mixes. We find that people live in neighborhoods that match their preferences for demo-

graphic exposure: within demographic groups, individuals living in higher-income neighbor-

hoods have stronger income preferences, and individuals living in more heavily own-race

neighborhoods have stronger racial preferences. This alignment of individuals’ demographic

preferences and the dominant demographics of their residential neighborhoods suggests that

demographic preferences might, in addition to determining venue choice, be a determinant

of neighborhood choice.

Our model is agnostic on how individuals choose residential neighborhoods, but we can

test for such sorting patterns by examining movers. Specifically, we estimate the preferences

of individuals before and after they move between neighborhoods in different metropolitan

4This aligns with Cook (2023), who notes the widespread popularity of large chains, with McDonald’s
being the most preferred restaurant across all income groups.
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areas. The estimated preferences are consistent with people sorting into neighborhoods based

on their preferences over co-patron demographics. For instance, those moving to integrated

neighborhoods show lower racial homophily before the move, even when controlling for their

origin neighborhood’s demographics. Consistent with intergroup contact theory, preferences

for the local demographic mix strengthen after the move.5 This mover analysis also validates

our model specification: the estimated preferences do not shift discontinuously when an

individual’s choice set changes. Although this investigation of movers’ preferences is limited

by smaller sample sizes and a short time horizon, it demonstrates the potential for mobility

data to advance our understanding of demographic preferences.

The main contribution of this paper is to a debate over the existence and importance

of demographic preferences. These preferences are believed to play an important role in

explaining residential segregation (e.g., Schelling 1971; Card, Mas, and Rothstein 2008), but

a key challenge is to distinguish preferences over neighbors’ income and racial demographics

from tastes for other neighborhood amenities (Caetano and Maheshri, 2021; Bayer et al.,

2022; Davis, Gregory, and Hartley, 2023; Schönholzer, 2023; Li, 2023).6 By studying venue

choice instead of neighborhood choice, we offer the first estimate of demographic prefer-

ences in shared spaces. The business chains we study also have considerably more uniform

attributes than residential neighborhoods, and we observe many more choices.7

We also contribute to a literature documenting segregation in non-residential domains.

Economists have documented the racial segregation of friendship networks (Echenique and

Fryer, 2007), gender segregation of retail venues (Caetano and Maheshri, 2019), and income

segregation of universities (Chetty et al., 2020). Closer to this paper is recent work docu-

menting segregation in the places people visit by race (Davis et al., 2019; Athey et al., 2021;

Baldenius et al., 2023), socioeconomic status (Moro et al., 2021; Xu et al., 2019; Magontier,

Schläpfer, and von Ehrlich, 2022; Cook, 2023; Massenkoff and Wilmers, 2023; Nilforoshan

et al., 2023; Yabe et al., 2023), or student status (Cook, Currier, and Glaeser, 2022). We doc-

ument experienced segregation within commercial spaces by income and race jointly, using

building-level demographic information.8

5The intergroup contact hypothesis was originally formulated by Allport (1954). Recent work testing this
hypothesis includes Lowe (2021), Cantoni and Pons (2022), and Bursztyn et al. (2024).

6In addition to demographic preferences and differences in tastes for neighborhood amenities, persistent
racial segregation of residences has also been attributed to wealth differences, prejudice, and housing-market
discrimination (Charles, 2003; Rothstein, 2017).

7In related work, Davis et al. (2019) show that Yelp users in New York City are more likely to visit
restaurants in neighborhoods with racial composition similar to their own. Backstrom and Woodward (2021)
show that anglers are less likely to fish from a site with larger Black and Hispanic populations than their
neighborhood.

8In this vein, Wang et al. (2018) show that residents of Black and Hispanic neighborhoods visit high-
income neighborhoods less despite traveling as far as others. In the housing market, racial differences in
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Finally, our paper quantifies the drivers of income segregation in shared spaces, comple-

menting growing evidence on the economic benefit of social connections to higher-income peo-

ple. Social connections help workers find jobs through referrals (Bayer, Ross, and Topa, 2008;

Barwick et al., 2023). Chetty et al. (2022a,b) find that one’s number of high-socioeconomic-

status Facebook friends is among the strongest predictors of economic mobility. Our smart-

phone movement data, however, measure social exposure, not social connections. Atkin,

Chen, and Popov (2022) use similar smartphone data to show that serendipitous encoun-

ters in Silicon Valley in the kind of venues we study produce more patent citations between

the connected employers. Choi, Guzman, and Small (2024) show that the introduction of

Starbucks into US neighborhoods with no coffee shops increases entrepreneurship. Beyond

commercial gains, Anderson (2011) argues that overlapping visits to shared spaces by people

of different backgrounds may be a basis for building understanding and tolerance.

2 Data

To measure income segregation and estimate demographic preferences, we need to know the

demographic characteristics and consumption trips of a large sample of individuals. This

section describes the construction of our estimation sample from smartphone movement data

and building-level demographic data. Appendix A offers more details on each data source.

2.1 Data sources

Our smartphone movement data are from Precisely PlaceIQ, a location data and analytics

firm. Precisely PlaceIQ aggregates pings from applications that request locational services

from the smartphone’s operating system.9 Pings originating from different applications on

the same smartphone are linked to a unique advertising identifier, which we denote a “de-

vice.” These pings are intersected with a two-dimensional map of polygons corresponding

to buildings, which we denote “venues.” A spatial and temporal cluster of pings by a given

device in or close to a venue constitutes a “visit” to that venue. Precisely PlaceIQ uses the

timing of the first and last ping in the visit ping cluster to compute a lower bound for visit

duration.

income mean that racial minorities face a trade-off between sorting into high same-race and high-income
neighborhoods (Sethi and Somanathan, 2004; Bayer, Fang, and McMillan, 2014; Bruch, 2014; Reardon, Fox,
and Townsend, 2015). We show that minorities face the same trade-off when choosing daily social spaces.
Like some studies of residential decisions (Bayer and McMillan, 2005; Aliprantis, Carroll, and Young, 2022),
we find that racial homophily plays an important role in this setting.

9We do not know the set of applications contributing data. Some applications collect location data only
when in active use, while others collect location data while running in the background.
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The demographic characteristics of each device come from building-level data that in-

clude the income bracket and race of individuals living at an address. Precisely PlaceIQ does

not disclose the third-party provider of these data, so we discuss the reliability of this de-

mographic information later in this section. These demographic data are aggregated across

all units within a building. Thus, for single-family houses we observe the demographics of

the household, while for multi-unit buildings we observe building-level averages. We assign

demographics to devices based on their inferred residence, which is the residential building

where the device regularly spends time at night (Couture et al., 2021).

2.2 Estimation sample

This subsection describes the selection of devices, venues, and visits in our analysis. To esti-

mate preferences, we create a restricted sample of devices and visits for which we confidently

know demographic information and trip purpose. To measure the demographic composition

of each venue, we use a sample of devices and visits that is as broad as possible. Our sample

covers the 100 largest metropolitan areas from June 1, 2018 to December 31, 2019.

Device selection criteria Around 66 million devices have exactly one inferred residence

over our 19-month sample period.10 Around 46 million of these devices live in buildings for

which we have demographic data. We classify building-level demographics in terms of two

income groups and four racial groups: the share of a building’s residents with household

income above $75,000 (the bracket cutoff closest to the national median in 2019) and the

shares of a building’s residents who are Asian, Black, Hispanic, and White. We use visits

by all devices for which we have building-level data to measure the demographic mix of co-

patrons in each venue, applying device demographics probabilistically. To estimate group-

specific preferences, we limit our estimation sample to the 36 million devices that reside in

buildings in which at least two-thirds of the residents belong to the same income and racial

group. 91% of buildings are racially homogeneous and 99% of buildings are economically

homogeneous, consistent with most Americans living in single-family homes and significant

sorting by residents of multi-family dwellings.

Venue selection criteria Our baseline estimation sample uses trips to restaurants, which

have by far the largest number of chains, establishments, and visits. We also characterize

co-patron exposure and estimate demographic preferences in banks, big box retail stores,

convenience stores & gas stations, grocery stores, gyms, and pharmacies.

10Around 10% of devices move during this period. We drop these from our baseline estimation sample.
We return to studying these movers in Section 6.2.2.
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Table A.4 compares the number of venues we observe in the 10 largest restaurant chains

to counts from external sources. We observe on average 87% of venues within these chains,

with a low of 70% for Starbucks. Since the smallest spatial unit of observation in our data is

a building, we exclude venues that contain multiple establishments, such as shopping malls.

To avoid measurement concerns related to venue entry and exit, we only keep venues with at

least one visit prior to the beginning of our estimation window (June 1, 2018) and one visit

after the end of our estimation window (December 31, 2019). This excludes around 10% of

chain venues from the estimation sample.

Visit selection criteria Our estimation sample is restricted to trips to a venue that

originate and end at home.11 Considering only these direct trips ensures that their sole

purpose is visiting a venue. This selection eliminates confounding factors due to trip chaining

and allows us to identify preferences within a venue-choice model like that we introduce in

Section 4. It means the estimation sample only includes devices that ping frequently enough

to track direct trips. We also exclude visits with duration longer than three hours, as these

are likely by venue employees.12 Overall, the sample of restaurant visits we use to estimate

preferences includes more than 14 million direct trips to more than 27,000 restaurant chain

venues by almost 4 million devices who live in homogeneous buildings. To estimate the

demographic composition of these venues, we use the sample of all 1.5 billion trips to these

restaurants. While we rely on a narrower sample of visits to estimate preferences, we later

show that visit patterns in our estimation sample mirror those from much broader samples.

2.3 Data quality and representativeness

In this subsection, we first assess whether our device selection criteria bias our estimation

sample. We then evaluate the reliability of the demographic information in the building-level

data.

Couture et al. (2021) show that devices active in the smartphone data are broadly spa-

tially representative and make visits that resemble what travelers self-report in the National

Household Travel Survey. Figure 1 shows that the additional selection criteria we impose

on our estimation sample involve only limited spatial biases. Panel A plots the number of

11We define a direct trip as a visit to a venue where the preceding and succeeding visits were to a device’s
home and within the same “activity day” (a 24-hour period starting at 3:00 AM). Since not every stop at a
venue is observed, some trips may be mis-categorized as direct. Davis et al. (2019) and Miyauchi, Nakajima,
and Redding (2021) study consumption trips that can originate at workplaces.

12Visit duration is measured with error, but can be reasonably interpreted as a lower bound for actual
duration. A visit is registered when a smartphone application collects a ping in a venue, not when the
smartphone first enters the venue, so a device may spend more time at a venue than we observe.
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Figure 1: Comparing estimation sample to full smartphone data

Panel A: County population

All Devices Building-Level Demographics Homogeneous Buildings

Panel B: Population by within-county deciles

Notes: Panel A compares the number of devices residing in a county (vertical axis) to the Census’s estimated
2019 residential populations using three different device selection criteria: (1) all devices residing in exactly
one residential building between June 1, 2018 and December 31, 2019; (2) among those devices in (1), the
devices whose building-of-residence has demographic data available; (3) devices whose building-of-residence
is comprised of at least 67% one income group and racial group. We exclude counties with a Census
population of less than 10,000 people. Panel B depicts the share of devices living in block groups within each
within-county population decile for four characteristics: population density, population share of high-income
(> $75, 000) residents, population share of White residents, and population share of residents who have
obtained a bachelor’s degree. Panel B reports these decile shares for the three populations of devices shown
in Panel A.
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devices residing in a county for three device samples against the 2019 Census county popu-

lation estimates. The “All Devices” sample includes all devices that have exactly one home

assignment. The “Building” sample includes only devices with building-level demographic

data. The “Homogeneous Building” sample includes only devices living in buildings in which

one income-race group constitutes more than 67% of residents. Regressing the device count

of a county on its Census population count yields an R2 of at least 0.87 for each of the three

device samples. Our estimation sample is nearly as representative of county population as

all smartphone data.

Panel B of Figure 1 evaluates the spatial representativeness of our sample within counties.

For instance, we show that within a county, we have about the same number of devices in

block groups with the highest White share as in block groups with the lowest White share.

Specifically, we compute the share of devices living in each decile of population density,

high-income share, White share, and college-educated share, defined within each county

using block-group data from the 2015-2019 American Community Survey. If device samples

were exactly proportionate to populations in the American Community Survey within each

county, each bar would be of equal height (0.10). We show these results for the three different

device samples above.

The bar heights are very similar in the “All” and “Building” device samples. This al-

leviates concerns over spatial bias in the building-level data that we use to compute the

demographic composition of venues. When we restrict attention to homogeneous buildings,

as we do in the estimation sample of devices, we see a more substantial bias away from the

densest block groups, with about six percent of devices living within the top density decile,

and a slight bias towards more heavily White and high-income block groups. Thus, our esti-

mation sample of devices living in homogeneous buildings is broadly spatially representative,

with the exception of devices living in the top density decile (i.e., in multi-unit buildings)

being somewhat underrepresented.

Figure 1 demonstrates that our smartphone device samples are spatially representative of

residences using Census characteristics, but Appendix A.4 shows that the building-level data

still contain more White and high-income households. That said, the cross-county correlation

between the share of a given demographic group in the Census and the share of devices in

that group based on our building-level data remains above 0.8 for all demographic groups

(Figure A.1). These deviations from perfect representativeness are expected in smartphone

samples, but they warrant some caution when measuring the demographic composition of

co-patrons within restaurant venues. We therefore follow Cook, Currier, and Glaeser (2022)

by reporting differences in demographic exposure across groups instead of absolute levels

that may overstate exposure to high-income devices.
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Finally, Appendix A.5 validates our building-level demographic information in three ways.

In each exercise, we show that the building-level data predict individual characteristics or

behavior within the smallest geography for which Census data are available. First, we

compare the incomes in our building-level data to those of Cook (2023), which imputes

income using home parcel characteristics from CoreLogic. These two sources agree whether

a Census block has above-median income for 75% of blocks. The discrepancies are modest:

treating blocks within $10,000 of the median as matching raises the agreement to 91%.

These block-level measures are significantly correlated within block groups, suggesting that

our building-level data reveal income variation below the smallest geographic level for which

the Census publishes income statistics.

Second, we use voter registration data from North Carolina to show that the building-

level demographic information predicts the race of voters at a given address better than one

could using Census data. Our building-level data matches the race of Black voters 20% more

often than one could by randomly drawing households in the same Census block group - the

smallest geography for which both race and income are available - and 5% more often than

one could using Census block data on race.

Third, we run an internal validation check: we show that the building-level demographic

information predicts differences in the venue choices of residents of different buildings in the

same Census block group. For example, residents of high-income buildings are more likely

than their low-income neighbors to visit chains preferred by high-income people, such as

Starbucks.13 This final exercise delivers two conclusions that we leverage in our empirical

analysis. First, behavior predicted using the building-level demographic data is consistent

with behavior predicted using Census demographic data. Second, the building-level data

provides more information than the Census, because it allows us to predict variation in

behavior within the smallest geographic unit for which both income and race are available

in the Census.

3 Demographic exposure in shared spaces

This section documents how exposure to different types of co-patrons varies by demographic

group. We first report, for each demographic group, the full distribution of visits to chain

13To make such comparisons, we first calculate each restaurant chain’s relative popularity among high-
income versus low-income patrons within the same tract, using block-group-level income assignments. We
then compute each chain’s relative popularity at the building level, contrasting high- and low-income build-
ings in the same block group. These block group-level and building-level measures of a chain’s relative
popularity with high-income patrons have a rank correlation of 0.8 (Figure A.2). We find similarly high
correlations for racial instead of income groups and for convenience stores & gas stations (the second largest
establishment category).
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restaurant venues by racial and income co-patron mix. We then show how these differences

in visit patterns translate into disparities in income exposure across groups. Finally, we show

that other categories of venues and visits have similar levels of income segregation.

Figure 2 shows the racial and income composition of venues and the propensity of each

group in our estimation sample to visit venues by co-patron demographics. Each dot in

the plot represents a chain restaurant within the 100 largest metropolitan statistical ar-

eas (MSAs). We compute visit propensity using a non-parametric kernel regression of a

demographic group’s share of visits to a venue on its co-patron characteristics.

These plots show notable patterns in visit propensity across demographic groups. For all

groups, visit propensity is increasing in same-race share. Within each race, higher-income

individuals visit venues with greater shares of high-income co-patrons than their low-income

peers. However, the distribution of available co-patron demographics varies starkly across

racial groups. Unsurprisingly, many more venues are predominately White than Asian,

Black, or Hispanic. Heavily White venues vary significantly in their income composition,

whereas heavily Black and Hispanic venues tend to be low-income. There are very few

venues with a high Asian share of co-patrons, regardless of co-patron income. These visit

patterns echo familiar patterns of residential segregation by race and assortative matching

by income (e.g., Bayer and McMillan 2005).

Table 1: Exposure to high-income co-patrons

Low Income High Income

Asian Black Hispanic White Asian Black Hispanic White

(1) (2) (3) (4) (5) (6) (7) (8)

Estimation sample -0.06 -0.17 -0.15 -0.03 0.14 -0.00 0.05 0.13

All chain-restaurant visits -0.04 -0.13 -0.13 -0.02 0.12 -0.00 0.04 0.12

All chain-venue visits -0.05 -0.16 -0.14 -0.03 0.12 -0.01 0.04 0.11

All non-residence venue visits -0.03 -0.15 -0.14 -0.03 0.18 0.04 0.09 0.17

All McDonald’s restaurant visits -0.08 -0.16 -0.16 -0.03 0.09 -0.02 0.02 0.11

Census tracts 0.04 -0.12 -0.08 -0.01 0.20 0.03 0.06 0.11

Notes: This table reports, for different visit samples, the high-income share of co-patrons that each demo-

graphic groups (eight columns) is exposed to, relative to a baseline in which all venues in that sample are

visited with uniform probability. The first row shows those high-income shares for visits in the estimation

sample. The second through fourth rows shows those shares for broader visit samples. The fifth row shows

those shares only for visits to McDonald’s restaurants. In the sixth row, those shares are computed as if

each Census tract is a venue and individuals only visit the census tract that they live in.

How do these differences in visit propensity and venue availability translate into differ-
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Figure 2: Exposure to high-income and same-race co-patrons
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Visits of Black visitors
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Notes: This figure presents the results of a kernel regression of visit shares on co-patron race and income characteristics. Each
panel displays the visit propensities for a specific demographic group, with each dot representing an individual restaurant. The
color gradient is consistent across groups and follows a log-linear scale. This gradient is chosen to match the group with the
greatest range in visit propensities between the most and least visited venues. We use an Epanechnikov kernel with a bandwidth
of 0.05 and winsorize visit propensities at the 99th percentile for each group. Continues on next page.
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Figure 2: Exposure to high-income and same-tace co-patrons (continued)
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Visits of Asian visitors
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ences in income exposure? Table 1 reports exposure to high-income co-patrons for each

demographic group across different environments. The first row reports high-income expo-

sure computed using visits from our estimation sample. We chose this sample to suit our

empirical strategy, not for its representativeness, so in subsequent rows we expand our sam-

ple to larger sets of visits and venues. The last row reports a measure of residential income

exposure, computed using only Census tables, as if people’s exposure equaled the income

composition of their census tract of residence. This last row offers a useful benchmark to

evaluate how income segregation in shared spaces compares with residential segregation.

Each column reports the income exposure of a given demographic group relative to a

baseline in which these venues are visited uniformly. For example, column 8 of row 1 shows

that high-income White individuals in our estimation sample choose restaurants with a share

of high-income co-patron that is 13 percentage points higher than if they visited restaurants

at random. We report our results in relative terms because absolute exposure levels are more

sensitive to definitions of income group and sample biases.14

Table 1 yields two main results. First, there are substantial differences in exposure

to high-income co-patrons across incomes and races. Within each race, high-income indi-

viduals have more high-income exposure: differences in mean exposure between high- and

low-income individuals are typically 15 to 20 percentage points. Within each income group,

Asian and White individuals have more high-income exposure than Black and Hispanic in-

dividuals. In fact, the average high-income exposure of a low-income White individual is

only about 2 percentage points lower than that of a high-income Black individual. Second,

we observe similar cross-group disparities in income exposure in a variety of settings. In

particular, income segregation experienced within chain restaurants, based solely on visits

in our estimation sample, resembles that experienced within all non-residential venues, both

commercial and public. These broad income segregation patterns even manifest within a sin-

gle chain like McDonald’s. There is an approximately 25 percentage point difference between

the high-income share in McDonald’s locations visited by low-income Black or Hispanic in-

dividuals and those visited by high-income Asian or White individuals. These disparities in

income exposure within shared spaces also mirror disparities in residential income exposure,

computed using census tract demographic shares.15

14The patterns in Table 1 are robust to different ways of weighting each device that correct for biases in
the smartphone sample. There may also be differences in exposure at the extensive margin, from variation in
the number of visits that each demographic group makes. Smartphone samples with a partial history of each
device’s movements are not well-suited to study these differences. The National Household Transportation
Survey, for instance, shows that despite differences in high- and low-income individuals’ propensity to visit
different destination types – high-income people make more trips to restaurant – high- and low-income people
make similar numbers of consumption trips and similar numbers of non-work trips.

15Appendix Table B.1 shows similar regularities across environments for racial segregation.
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A number of factors may explain this variation in exposure to high-income co-patrons

across demographic groups. First, different groups may have different tastes for product

attributes like cuisine and ambiance. Second, groups are distributed differently across cities

and neighborhoods and thus might have to incur higher travel costs to patronize venues

with larger high-income shares. Third, different groups may have different preferences for

exposure to high-income co-patrons. Preferences for same-race co-patrons may generate

differences in high-income exposure because venues with high-income co-patrons tend to be

heavily White (Figure 2). In what follows, we investigate the relative importance of these

explanations for demographic differences in high-income exposure.

4 Model

This section introduces a model of individuals’ decisions to patronize venues within business

chains as a function of transit costs and co-patron composition. The model delivers an esti-

mating equation for each demographic group’s preferences over co-patron demographics and

travel distances. We then describe how to use the estimated model to compute counterfac-

tual venue visit shares that quantify the contributions of various mechanisms to cross-group

variation in exposure to high-income co-patrons.

4.1 Nested-logit preferences

We develop a nested-logit model of consumers’ decisions to visit venues. We index decision

makers by i, venues by j, and chains by c. A decision maker is an individual at a point in

time. Denote the set of venues from which a decision maker chooses by J . The utility that

decision maker i would obtain from choosing venue j is

Uij = Vij + ϵij,

where Vij is a scalar that depends on preference parameters and observed covariates and ϵij

is a random component. Decision maker i chooses the venue j ∈ J that has the highest

value of Uij.

We assume that ϵ has an extreme-value distribution such that consumers have nested-

logit preferences over business chains. We partition the set of venues into C disjoint subsets

denoted by Bc (chains). Following Train (2009, Ch 4.2), we denote the similarity of idiosyn-

cratic preferences for establishments in nest Bc by 1− λc, so that λc = 1 ∀c is the canonical
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multinomial logit case. The probability that decision maker i chooses venue j is

Pj|i =
exp (Vij/λc)

(∑
j′∈Bc

exp (Vij′/λc)
)λc−1

∑C
c′=1

(∑
j′∈Bc′

exp (Vij′/λc′)
)λc′

. (1)

4.2 Within-chain choice probabilities

If the utility shifter Vij depends on preference parameters Γ, the log likelihood function

associated with the choice probability (1) is

LL(Γ) =
∑
i

∑
j

Iij lnPj|i,

where Iij = 1 if i chooses j.

Following Train (2009, p.82), the choice probability (1) can be rewritten as the product

of within-chain and between-chain components: Pj|i = Pj|ic × Pc|i. Thus, we can rewrite the

log likelihood function as

LL(Γ) =
∑
i

∑
j

Iij
(
lnPj|ic + lnPc|i

)
=
∑
i

∑
j

Iij lnPj|ic +
∑
i

∑
j

Iij lnPc|i.

While a model of Pc|i must incorporate the parameters appearing in Pj|ic via an “inclusive

value” term, we can maximize the first likelihood component,
∑

i

∑
j Iij lnPj|ic, alone. We

estimate preference parameters of interest using only within-chain variation, leveraging the

conditional choice probability

Pj|ic =
exp (Yij/λc)∑

j′∈Bc
exp (Yij′/λc)

,

where Yij denotes the component of Vij that varies across venues within chain c.16 We allow

Yij to depend on observable attributes with coefficients that are common across chains.

In order to identify parameters common across chains, we assume a common within-chain

correlation of idiosyncratic preference shocks such that λc = λ ∀c.
16Chain-level attributes Yic that are common across establishments within a chain, such as menu items

and prices, do not affect Pj|ic:

Pj|ic =
exp ([Yij + Yic] /λc)∑

j′∈Bc
exp ([Yij′ + Yic] /λc)

=
exp (Yic/λc) exp ([Yij/λc)

exp (Yic/λc)
∑

j′∈Bc
exp (Yij′/λc)

=
exp (Yij/λc)∑

j′∈Bc
exp (Yij′/λc)

.

16



4.3 Mean utility specification

In the baseline specification, we assume that the mean utility of patronizing a venue within a

chain depends on the distance to the venue and its co-patron composition. These preferences

may vary across demographic groups, indexed by g. Preferences over distance and co-patron

composition are additively separable. In particular, the component of utility that varies

across venues within a chain, Yij, depends on the distance from the consumer’s home to the

venue (distanceij), the high-income share of co-patrons (shighincj ), and the same-race share of

co-patrons (ssamerace
j ):

Yij = f1(ln distanceij; δ
g) + f2(s

samerace
j , shighincj ; βg),

where f1(ln distanceij; δ
g) is a polynomial of log distance, f2(s

samerace
j , shighincj ; βg) is a poly-

nomial of the two co-patron shares, and δg and βg are group-specific coefficient vectors on

travel distance and co-patron composition, respectively.

Choosing the degrees of the polynomials f1() and f2() involves a trade-off between para-

metric flexibility and statistical power. Our baseline specification uses second-degree poly-

nomials:

Yij = δg1 ln distanceij + δg2 (ln distanceij)
2

+ βg
1s

highinc
j + βg

2

(
shighincj

)2
+ βg

3s
samerace
j + βg

4

(
ssamerace
j

)2
+ βg

5s
samerace
j × shighincj .

(2)

Second-degree polynomials are flexible enough to fit observed choice patterns well and parsi-

monious enough to be precisely estimated for the demographic groups with modest numbers

of observations.

We can express preferences over co-patron composition in terms of willingness to travel.

We define group g’s willingness to travel for the co-patron composition (ssamerace, shighinc) as

the incremental distance ∆g that equates the mean utility of a venue at the average distance

with co-patron composition (ssamerace, shighinc) and a venue at the average distance plus the

increment∆g with the average co-patron composition:

f1
(
ln distance; δg

)
+ f2

(
ssamerace, shighinc; βg

)
= f1

(
ln
(
distance + ∆g(ssamerace, shighinc)

)
; δg
)
+ f2

(
ssamerace, shighinc; βg

)
, (3)

where (ssamerace, shighinc) and distance denote the characteristics of the average venue. The

function ∆g(ssamerace, shighinc) is group g’s willingness to travel for co-patron composition
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(ssamerace, shighinc).17

4.4 Maximum likelihood estimation

We estimate the preference coefficients by maximizing the likelihood component
∑

i

∑
j Iij lnPj|ic.

The optimization problem is

max
δg ,βg

∑
i

∑
j

Iij ln

 exp
([

f1(ln distanceij; δ
g) + f2(s

samerace
j , shighincj ; βg)

]
/λ
)

∑
j′∈Bc

exp
([

f1(ln distanceij′ ; δg) + f2(ssamerace
j′ , shighincj′ ; βg)

]
/λ
)
 .

(4)

Since each parameter is g-specific, the model can be estimated separately by demographic

group.

4.5 Empirical implementation

We estimate consumer preferences using 19 months of data on devices in the 100 most pop-

ulous US metropolitan areas, as described in Section 2.2. We estimate the model separately

by demographic group and business category, so our baseline estimates of δg and βg are spe-

cific to both demographic group g and the restaurant category. We assume that consumers

consider all venues within their metropolitan area, so the nest Bc is the set of venues that

belong to both the same business chain and metropolitan area. We exclude metro-chain

pairs with very few observations and randomly sample a subset of observations from those

with very many.18

We estimate consumer preferences using within-chain comparisons in order to distin-

guish consumer preferences over co-patron composition from other venue characteristics.

Co-patron composition may correlate with other traits in the very broad set of (potentially

unobserved) characteristics entering Vij, such as service quality, comfort, or product offering.

The set of characteristics contributing to Yij, which vary across venues within a chain busi-

ness and metropolitan area, is substantially smaller. Venues in the same chain are similar

because brand power and economies of scale depend on a standardized offering. In particular,

the food products and quality of service typically are not a reflection of the local compo-

sition of co-patrons within each venue. In robustness checks, we focus on a subset of the

17The equation implicitly defines this function. Given the functional form used in equation (2), there is a
closed-form expression for ∆g(ssamerace, shighinc).

18In particular, we keep group-MSA-chain triplets that have at least 25 direct visits. When a group-MSA-
chain triplet has more than 75 venues, we randomly sample only 75 venues. We randomly sample 20,000
devices from group-MSA pairs that have more than 20,000 devices and only keep group-MSA pairs with
at least 200 visits. From this set, we randomly sample 750,000 visits per demographic group to reduce
computational burden.
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most standardized chains based on franchising terms and dispersion in establishment-level

characteristics.

One may worry that co-patron composition might predict venue choice if patrons of

nearby venues are demographically similar because of residential segregation. Our specifi-

cation addresses this concern, because we control for bilateral distance as an individual-by-

venue-specific cost shifter.19 Moreover, our estimation sample of direct trips from home is a

small share of the total visits to venues, so the observed co-patron composition is not driven

by the choice shares in our estimation sample.

For brevity, we refer to all mechanisms that cause co-patron composition to predict con-

sumer decisions as preferences over co-patron composition. Of course, co-patron composition

may predict decisions not because consumers have preferences over co-patron demographics

but because co-patron demographics predict other elements of the decision. For example, a

consumer who is indifferent to strangers’ demographics may choose a venue in order to meet

up with their demographically similar friends.20 This behavior could generate the same ob-

served outcomes as a consumer who has homophilic preferences over anonymous co-patrons.

We need not separate homophily among strangers and homophily in friendship networks to

quantify the importance of homophily in explaining cross-group differences in experienced

income exposure. Similarly, if consumers are not aware of all the venues in their choice set,

co-patron demographics could predict consideration sets. Our estimation approach would

infer homophilic preferences if demographically similar venues are more likely to be con-

sidered. While this distinction would be important when considering some counterfactual

scenarios, our decomposition of observed exposure to high-income co-patrons will not dis-

tinguish preferences over co-patron demographics from consideration sets that vary with

demographics.

4.6 Decomposition of exposure to high-income co-patrons

We decompose exposure to high-income co-patrons by contrasting the distribution of visits

across venues in our fitted model with the distributions resulting from various counterfactual

market shares. We summarize exposure to high-income co-patrons for members of group g

by fitting a density f g (·) using kernel K(·) and bandwidth h to the high-income share in

19We could extend our venue choice model to account for residential choice as in Davis et al. (2019)
Appendix C.6. This shows that residential sorting does not bias estimates of preferences for venues as long
as individuals choose a residence based on the expected utility of their venue choice set (and not on their
idiosyncratic preference for a specific venue).

20We also replicate our preference estimation in categories other than restaurants — like banks and big
box stores — where meeting friends is less likely.
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each venue:

f̂ g
(
shighinc

)
=

1

h

∑
j∈J

K

(
shighinc − shighincj

h

)
Pj|g. (5)

To compute our benchmark ‘model-predicted’ distribution of exposure to high-income

co-patrons, we use the model-predicted share of visits to each venue j by group g,

Pj|g = Pj|ic × Pic|g, (6)

where Pj|ic comes from our estimated model of within-chain venue choice and Pic|g comes

from the observed distribution of visits to each chain by members of a demographic group.

To quantify the contributions of various mechanisms to income exposure, we report the

distributions resulting from various counterfactual market shares Pj|g.
21 A simple starting

point is the observed distribution of high-income co-patrons across all venues. This is the den-

sity that results from evaluating equation (5) using a uniform probability of visiting venues,

Pj|g = 1
|J | . To quantify the contribution of between-MSA variation in demographics to ex-

posure to high-income co-patrons, we use a uniform probability conditional on metropolitan

area m, Pj|g =
1

|Jm|Pm|g. The difference between the nationwide uniform probability 1
|J | and

this measure captures the contribution of demographic differences between MSAs to income

exposure. To quantify the contribution of between-chain variation in demographics, we use

a uniform probability conditional on metropolitan area and business chain, Pj|g =
1

|Jmc|Pmc|g.

To quantify the contribution of residential proximity, we compute market shares with coun-

terfactual probabilities Pj|ic using the estimated distance parameters δ̂g absent any co-patron

preferences (βg = 0). To quantify the contribution of preferences over co-patron composi-

tion, we compute market shares with counterfactual probabilities Pj|ic using the estimated

co-patron preference parameters β̂g absent any disutility of travel distance (δg = 0).22

21This is similar to the approach Li (2023) uses to quantify the role of preferences versus constraints in
generating residential racial segregation in the U.S. and Mayer and Puller (2008) use to quantify the role of
the exogenous school environment versus preferences in the formation of social links.

22The last two counterfactual scenarios in which we set βg = 0 or δg = 0 are non-nested scenarios.
Nested scenarios, such as the stratified uniform-probability scenarios (e.g., within-MSA to within chain-
MSA), lend themselves to simple comparisons because they differ in only one respect. Non-nested scenarios,
such as alternatively setting preference parameters for distance or for co-patron composition to zero, must be
interpreted carefully. These alternative scenarios do not provide an additive decomposition of the observed
outcomes, because marginal effects are non-linear functions of the coefficients and covariates. We address
this issue further in our discussion of these results in Section 6.
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5 Estimation results

In this section, we estimate preferences over travel distance and co-patron composition.

We document notable regularities in demographic preferences: different income and racial

groups display similar levels of racial homophily. Preferences for high-income co-patrons

are also similar across racial groups, but lower-income individuals have less pronounced

tastes for co-patron income. These preference patterns are consistent across a number of

robustness checks, including restricting our estimation sample to the most standardized

restaurant chains.

5.1 Estimated preference parameters

Table 2 reports estimates of the preference parameters in equation (2) for each of the eight

demographic groups. Panel A reports estimates of the distance coefficients δg, and Panel B

reports estimates of the co-patron composition coefficients βg.

Our estimates of distance coefficients δg imply distance elasticities around −2.2. These

distance elasticities capture both the cost of longer travel distances and the substitutability of

venues within a restaurant chain. Higher-income individuals have larger distance elasticities,

consistent with empirical evidence that the value of time spent traveling rises with income

(Small and Verhoef, 2007). Our distance elasticities are larger than previous estimates from

studies that consider venue choice among all restaurants, consistent with venues within the

same chain being closer substitutes.23

Table 2 Panel B reports, for each of the eight demographic groups, estimates of all five

coefficients in βg, which together govern preferences for the high-income share of co-patrons

and the same-race share of co-patrons. Figures 3 and 4 present two different representations

of these preferences. Figure 3 depicts preferences over both the income and race of co-

patrons, with the preferences of each demographic group in a separate heatmap. Each

point represents a chain restaurant venue in the 100 largest metropolitan areas. The color

of the venue captures willingness to travel to that venue in co-patron composition space,

∆g(ssamerace, shighinc) from equation (3). To facilitate comparisons across groups, Figure 4

depicts the preferences of all eight demographic groups over one dimension of co-patron

composition on the same plot, fixing the other dimension at its median value for each group.

This is akin to looking at variation along one horizontal or vertical slice of Figure 3.

We find that preferences for co-patron income are remarkably similar across racial groups,

but high-income individuals have a stronger taste for high-income co-patrons. Figure 3 shows

23Athey et al. (2018), Davis et al. (2019), and Couture et al. (2023) estimate elasticities between -1.0 and
-1.5 when considering substitution between all restaurants or non-tradable services in a given city.
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Table 2: Preference estimates

Panel A. Estimates of distance coefficients δg

Estimates Distance Elasticity at

Linear δg1 Quadratic δg2 Mean 25p 75p

Low-Income Asian -1.29 -0.23 -2.15 -1.59 -2.24
Low-Income Black -1.25 -0.23 -2.11 -1.54 -2.20
Low-Income Hispanic -1.26 -0.27 -2.24 -1.59 -2.35
Low-Income White -1.11 -0.32 -2.29 -1.51 -2.42
High-Income Asian -1.25 -0.26 -2.21 -1.58 -2.32
High-Income Black -1.11 -0.30 -2.24 -1.50 -2.36
High-Income Hispanic -1.22 -0.30 -2.34 -1.60 -2.46
High-Income White -1.00 -0.36 -2.33 -1.46 -2.48

Panel B. Estimates of co-patron composition coefficients βg

βg
1 Linear βg

2 Quadratic βg
3 Linear βg

4 Quadratic βg
5 Interaction

High-Income High-Income Same-Race Same-Race Term

Low-Income Asian 4.13 -3.20 12.19 -9.93 -4.02
(0.08) (0.07) (0.12) (0.16) (0.14)

Low-Income Black 5.06 -4.20 4.94 -3.86 -2.18
(0.07) (0.05) (0.05) (0.04) (0.06)

Low-Income Hispanic 6.08 -4.21 7.08 -4.99 -4.23
(0.07) (0.05) (0.08) (0.06) (0.07)

Low-Income White 2.94 -4.13 2.17 -1.70 2.35
(0.07) (0.06) (0.09) (0.08) (0.09)

High-Income Asian 5.55 -3.21 12.78 -12.31 -2.21
(0.07) (0.05) (0.08) (0.10) (0.09)

High-Income Black 5.35 -3.18 4.15 -3.61 -0.29
(0.07) (0.05) (0.05) (0.04) (0.05)

High-Income Hispanic 7.72 -4.18 7.14 -5.10 -4.49
(0.09) (0.06) (0.09) (0.08) (0.08)

High-Income White 4.21 -3.65 4.47 -3.70 2.59
(0.09) (0.07) (0.11) (0.09) (0.10)

Notes: This table reports estimates of the preference parameters in equation (2). Panel A reports estimates
of the distance coefficients δg, and Panel B reports estimates of the co-patron composition coefficients βg.
Panel A reports the distance elasticity at the mean and 25th and 75th percentiles of trip distance, which are
6.4, 1.9, and 7.8 kilometers, respectively.

22



that high-income individuals have monotone preferences over high-income co-patron share,

increasing from left to right in each plot, whereas their low-income counterparts have non-

monotone preferences for co-patron income. Figure 4 Panel A quantifies the strength of

income preferences for each group by depicting variation in willingness to travel for estab-

lishments with the median same-race share. Across all racial groups, high-income individuals

are willing to travel 2.3 to 3.1 additional kilometers to visit a venue at the 95th percentile of

high-income co-patron share, relative to a venue at the 5th percentile. Low-income individ-

uals have less pronounced income preferences, with the most preferred share of high-income

co-patron between 50 to 60 percent for all racial groups. Low-income Asian, Black and His-

panic individuals are willing to travel around 1.4 additional kilometers to visit a venue with

their most preferred income mix, while low-income White individuals have an even lower

willingness to travel of around 0.7 kilometers.

Turning to preferences for same-race co-patrons, we find that all demographic groups

exhibit substantial racial homophily. In all eight panels of Figure 3, the most preferred

venues have high same-race shares. Figure 4 Panel B shows that the strength of this racial

homophily does not vary by income. Comparing levels of racial homophily across racial

groups is difficult because the observed same-race shares differ greatly. White individuals

are the racial majority in most venues, while non-White individuals have few venues in their

choice sets with large same-race shares. That said, Black, Hispanic, and White individuals

have similar same-race preferences, in the sense that all are willing to travel about 2.1 km

farther to visit a venue in the 95th percentile of same-race share rather than one in the 5th

percentile. The racial homophily of Asian individuals appears to be stronger, albeit on very

limited support. Finally, we note that racial and income preferences are roughly similar in

magnitude. This similarity is important for how people trade-off income exposure for racial

exposure, as we show in Section 6.

Our paper emphasizes broad patterns of demographic preferences, but our estimates

offer some finer insights into what individuals prefer. Here, we briefly discuss two additional

features of these preferences. First, Figure 4 shows that preferences are concave in co-patron

shares. People are most willing to travel to avoid being an overwhelming racial minority

or in a venue heavily patronized by low-income people. Second, we estimate significant

interactions between racial and economic composition. Table 2 reports positive interaction

terms for White individuals, indicating that they value high-income co-patrons more when

surrounded by White co-patrons. For other racial groups, the reverse holds: the high-income

share matters less as same-race share increases. This suggests that all four racial groups have

sharper income preferences when co-patrons are White.24

24Seven out of eight interaction terms are between 2.2 and 4.5 in absolute value. For example, for high-

23



Figure 3: Preferences over co-patron demographics

Preferences of White visitors
High-Income Low-Income

Preferences of Black visitors
High-Income Low-Income

Notes: Each plot visualizes the preference estimates over co-patron composition reported by equation (2)
for each demographic group. Preferences are expressed in willingness to travel in kilometers relative to the
average venue, ∆g(ssamerace, shighinc), as defined in equation (3). Each dot corresponds to an individual
venue. Continues on next page.
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Figure 3: Preferences over co-patron demographics (continued)

Preferences of Hispanic visitors
High-Income Low-Income

Preferences of Asian visitors
High-Income Low-Income
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Figure 4: Preferences for high-income and same-race co-patrons

A. Willingness to travel

for high-income share

(at median same-race share)

B. Willingness to travel

for same-race share

(at median high-income share)

Notes: This figure depicts the preference estimates reported in Table 2 Panel B along each dimension

of co-patron composition while fixing the other. Panel A displays preferences over the high-income share

of co-patrons. It shows willingness to travel relative to a venue at the 5th percentile of the high-income

share distribution across all venues, holding same-race share fixed at its median value. Panel B displays

preferences over the same-race share. It shows willingness to travel relative to a venue at the 5th percentile

of the same-race share distribution across all venues, holding high-income share fixed at its median value.

Translated to dollars, these parameter estimates imply substantial willingness to pay for

preferred demographic exposure. At typical travel speeds and values of time, an additional

kilometer translates to about one dollar, so high-income individuals traveling 2.5–3.0 km

farther to visit a venue in the 95th percentile of high-income co-patron share rather than

one in the 5th percentile implies a $2.5–$3 difference in willingness to pay per trip.25 The

2km difference in willingness to travel between the 5th and 95th percentile of same-race

share for Black, Hispanic, and White individuals translates to a $2 difference per trip. The

income Hispanic individuals when visiting an establishment in the top quartile of Hispanic co-patron share,
they are willing to travel an extra 1.73 kilometers to visit a higher-income venue (comparing venues at
the 95th vs 5th percentile of high-income share). This effect is even stronger at establishments in the
bottom quartile of Hispanic co-patron share, where high-income Hispanic individuals are willing to travel an
additional 3.85 kilometers.

25Assuming households make roundtrips from home at an average speed of about 40km/hour (Couture,
Duranton, and Turner, 2018) and that they value time at $19 per hour (Goldszmidt et al., 2020), willingness
to travel an additional kilometer is equivalent to about one dollar.
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average US driver makes more than 500 consumption trips per year (Couture, Duranton, and

Turner, 2018), so these estimates imply a $1,000–1,500 annual willingness to pay to span the

range of available demographic exposure in either income or race. For context, Black (1999)

estimates that the marginal resident is willing to pay approximately 2.1 percent of the mean

house price to access schools with one standard deviation higher test scores, which amounts

to $3948, amortized over the years during which one lives in that house. Like school quality,

demographic preferences may therefore be an important determinant of neighborhood choice.

5.2 Robustness

This section addresses two potential sources of estimation bias: within-chain heterogeneity

in venue characteristics and mis-specification of the travel-cost function f1(ln distanceij; δ
g).

Restaurant chains offer standardized settings and products, but there still may be within-

chain variation in venue characteristics that correlate with co-patron composition. To address

this, we estimate specifications in which we (i) restrict the estimation sample to the chains

with the most standardized venues and (ii) control for more venue and neighborhood charac-

teristics. Travel costs might also differ from a quadratic polynomial in log distance in a way

that is correlated with co-patron composition. To address this, we estimate specifications in

which we (i) restrict the estimation sample to cities in which trips are overwhelmingly made

by car and (ii) use more flexible functions of distance.

To facilitate comparisons across samples and specifications, we use a parsimonious speci-

fication in which f2(s
samerace
j , shighincj ; βg) is a first-degree polynomial so there is one coefficient

βg
y for high-income share and one coefficient βg

r for same-race share:

Yij = δg1 ln distanceij + δg2 (ln distanceij)
2 + βg

ys
highinc
j + βg

r s
samerace
j . (7)

Broadly, these robustness checks deliver preference estimates that are quite similar across

the various samples and specifications.

5.2.1 Within-chain heterogeneity

We select the most standardized chains based on two characteristics. The first is the coef-

ficient of variation in the Google Places star rating across venues within the chain.26 Less

variation in reviewer ratings across venues suggests a more standardized service. The second

characteristic is ownership structure. Following Williamson (1991)’s argument that franchis-

26The Google Places data on restaurant venue location and characteristics comes from Akbar et al. (2023).
We were able to match 41 percent of Precisely PlaceIQ venues in our estimation sample to a venue in that
Google Places data. Appendix A.6 provides more details on the Google Places data and variable construction.
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ing facilitates local adaptation, we expect chains with franchisees to be less standardized

than owner-operated chains.27 Out of 76 restaurant chains in our sample, we classify the 10

chains with fewer than 5 percent franchised venues as “entirely wholly owned” chains, the 7

chains with between 5 and 20 percent of franchised venues as “almost wholly owned”, and

the remaining chains as “franchised.”28

These two measures of chain standardization are consistent with one another. The Google

Places star rating variation of a franchised chain is on average twice as large as that of a

wholly-owned chain. Four of the five chains with the least variation in star ratings are

wholly-owned, and all ten entirely wholly-owned chains are among the third of chains with

the least variation in star ratings. None of the largest and perhaps most familiar chains –

like McDonalds, Subway, Starbucks, and Burger King – are among the most standardized

using these metrics.29

Figure B.5 reports estimation results for all eight demographic groups within four different

samples of restaurant chains: the baseline sample with all chains, only entirely wholly-owned

chains, only almost wholly-owned chains, and the bottom quartiles of chains (weighted by

number of venues) with the lowest coefficient of variation in star rating. The preference

estimates are qualitatively similar across all these chain samples, albeit noisy for some groups

due to small visit counts. Overall, the preference patterns highlighted in Section 5.1 hold

within the most standardized restaurant chains, which are less subject to concerns about

variation across venues in product attributes and service quality.

Our second set of robustness checks addresses within-chain heterogeneity by controlling

for more venue and neighborhood characteristics. Figure B.6 depicts the results of adding

three venue characteristics: the Google Places star rating, the Google Places number of

reviews, and the venue square footage from Precisely PlaceIQ.30 Adding these covariates has

little impact on estimated preferences for same-race co-patrons, but it raises our estimates of

preference for high-income co-patrons for all groups. Finally, we control for the demographic

27Krueger (1991) makes the related argument that franchisees may shirk on quality by free-riding on brand
reputation. In a meta-analysis of 44 studies on franchising, Combs and Ketchen Jr (2003) find support for
the hypothesis that agency theory explains franchising. For instance, more geographically dispersed chains
have higher franchising rates.

28We collect the franchise data from multiple sources: annual reports to investors for the 2020 fiscal
year, company websites, franchise disclosure documents, and a franchise database compiled by Entrepreneur
magazine.

29McDonalds, Subway, Starbucks, and Burger King are all in the top third of chains for star rating
variation, and all are franchised (except Starbucks, which is hybrid with about 45 percent of franchised
venues as of September 2019 based on the company’s 10-K filing). The five chains with the lowest coefficients
of variation are Culvers, Longhorn Steakhouse, Olive Garden, MOD Pizza, and Cracker Barrel. Of these,
only Culvers is franchised.

30We include variation in square footage, but these data are often mis-measured (it sometimes includes
parking lots for instance) and we are not confident that it captures true variation across chains.
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composition of the residents of or visitors to the neighborhood in which the venue is located.31

The coefficients on the co-patron composition of the venue itself are similar in sign and

magnitude when we add controls for the shares of same-race and high-income residents in

the venue’s census tract or the shares of same-race and high-income co-patrons within all

other commercial venues located in a venue’s census tract (Figure B.7).32

5.2.2 Travel-cost specification

The estimates reported in Section 5.1 could be biased by some component of travel costs

that is not captured by a quadratic polynomial in log distance and correlated with co-patron

composition. For example, venues with more high-income co-patrons may be in locations

better accessed by walking than driving. Or individuals may have a particular taste for

very short trips, which would tend to be to demographically similar venues, given residential

sorting by income and race. We address these concerns by restricting attention to car-

dominated cities and using more flexible functions of distance.

To address varying transport-mode choices, Figure B.8 reports preference estimates for

the eight demographic groups for subsets of the 100 largest MSAs based on car usage. The

preference estimates for all 100 MSAs are similar to those obtained when restricting the

estimation sample to MSAs in which at least 90% or 95% of trips to commercial venues are

by car.33

Figure B.9 reports preference estimates using three alternative functions of distance. The

first uses a linear function of log distance, and the second uses a cubic polynomial of log

distance, which is more flexible than our baseline quadratic polynomial. The third introduces

a dummy variable indicating the venue closest to the individual’s residence, which would

capture a preference for very short trips or a particular salience of the nearest establishment.

These specifications both yield coefficients on co-patron shares very similar to our baseline

specification.

31The correlations between a venue’s co-patron shares and the demographic shares of the block group in
which it is located are quite high: 0.58 (high income), 0.63 (Asian), 0.75 (Black), 0.81 (Hispanic), and
0.77 (White). If we were to use only neighborhood-level residential demographics, as Davis et al. (2019) do,
we would estimate similar but smaller coefficients than those on the venue-level co-patron demographics.
When we include both demographic covariates, the coefficients on the venue-level shares are substantially
larger than those on the block-group-level shares, suggesting that individuals care primarily about venue
composition, not neighborhood composition.

32One exception is the income preferences of low-income individuals, which weaken after adding controls
for visitors to other venues in the same Census tract. The income preferences of low-income individuals are
quadratic and hardest to capture with a single coefficient, so these coefficient estimates are less stable.

33These MSA-level statistics come from the 2017 National Household Travel Survey (NHTS). Almost 90%
of trips to commercial venues in the United States are by car. Appendix A.7 provides more detail on the
NHTS data and variable construction.
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A final piece of evidence suggesting that the travel-cost function is well-specified comes

from event studies of moves between demographically-distinct neighborhoods reported in Sec-

tion 6 below. If preference estimates were biased by neighborhood demographics co-varying

with distances to venues, estimated preferences would shift when individuals move between

neighborhoods with different demographics. Figure 6 does not show any discontinuous shift

in preferences around such moves.

5.2.3 Other categories of commercial venues

Our baseline analysis reported results for the largest venue category, restaurants. Restau-

rants and coffee shops have been singled out as a plausible setting for demographic exposure

by other studies (Athey et al., 2021; Atkin, Chen, and Popov, 2022; Massenkoff and Wilmers,

2023), and restaurant chains generally strive to provide a consistent experience across venues

within the same city. It is possible, however, to estimate demographic preferences within

other kinds of commercial venues that have chains. A priori, it is unclear whether to expect

weaker or stronger preference estimates in other settings. For instance, preferences for co-

patrons within retail chains may be weaker if demographic exposure is less salient in that

environment. Conversely, preference estimates may be biased upward if stores tailor their

product offering to the characteristics of their clientele, for instance by offering higher qual-

ity products in richer neighborhoods or more shelf space for Asian food in a predominantly

Asian neighborhood. Figure B.10 reports estimated preferences for each demographic group

for eight distinct venue categories: banks, big-box stores, convenience stores & gas stations,

grocery stores, gyms, pharmacies, restaurants, and all business categories pooled together.34

We find some variation in the magnitude of preferences across categories, but the results con-

firm that the preference patterns documented in Section 5.1 are not unique to restaurants.

For all business categories, individual exhibit racial homophily and prefer venues with more

high-income co-patrons, with this inclination being again more muted for low-income people.

A notable exception is banks, where low-income individuals avoid branches with high-income

co-patrons. This exception is unsurprising: given the nature of banking services, different

branches of the same bank must tailor their services and advisory expertise to the income

of their clientele.

34Table A.4 shows the five largest chains in each category.
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6 Determinants of demographic exposure

This section examines how preferences over co-patron demographics contribute to realized

exposure to high-income individuals. The preferences estimated in Section 5 show that,

conditional on where they live, people are willing to travel significant distances for different

co-patrons demographics. Section 6.1 shows that these choices impact income segregation

directly. For example, high-income Asian, Hispanic, and White individuals’ preferences for

high-income co-patrons are sufficient to single-handedly explain most of their exposure to

high-income co-patrons. Beyond their direct effects, preferences over co-patron demographics

are also informative about residential sorting. Section 6.2 shows that, within demographic

groups, individuals reside in and move to neighborhoods with demographics that align with

their preferences over co-patron demographics.

6.1 Decomposition of exposure to high-income co-patrons

Table 1 documented large differences across demographic groups in their exposure to high-

income co-patrons. To quantify the importance of various factors in explaining these dispari-

ties, we compute model-predicted visits under the different counterfactual scenarios described

in Section 4.6.
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Table 3: Mean exposure to high-income co-patrons

Low Income High Income

Asian Black Hispanic White Asian Black Hispanic White
(1) (2) (3) (4) (5) (6) (7) (8)

(1) Uniform within MSA -0.02 -0.01 -0.05 -0.01 0.01 0.01 -0.02 0.01
(2) Uniform within MSA-chain pair -0.02 -0.02 -0.06 -0.00 0.04 0.02 -0.01 0.04

Within MSA-chain nests
(3) Residential proximity -0.06 -0.16 -0.15 -0.03 0.11 -0.01 0.04 0.11
(4) Demographic preferences only -0.00 -0.05 -0.07 0.01 0.09 0.04 0.03 0.10
(5) Income preferences only -0.00 -0.01 -0.02 -0.00 0.09 0.06 0.06 0.09
(6) Race preferences only -0.01 -0.04 -0.06 0.01 0.05 -0.01 -0.01 0.06
(7) Model-predicted visits -0.06 -0.16 -0.15 -0.03 0.14 -0.00 0.05 0.13

(8) Estimation-sample visits -0.06 -0.16 -0.15 -0.02 0.14 -0.00 0.05 0.14

Notes: This table shows the average high-income share of co-patrons an individual of each group would
be exposed to under different counterfactual visit scenarios. All rows are differenced from a “uniform”
counterfactual scenario in which devices visit venues with uniform probability nationwide. The first
row reports the counterfactual scenario in which devices visit venues uniformly within their MSA of
residence. while the second row reports the scenario with uniform visits within their MSA of residence
and choice of chain. The third row reports the counterfactual scenario in which devices consider their
distance dis-utility while ignoring preferences for co-patron characteristics. The fourth row reports the
counterfactual scenario in which devices consider their preferences for co-patron characteristics while
ignoring their distance dis-utility. The fifth row reports the counterfactual scenario in which devices only
consider their preferences for high-income co-patrons. The sixth row reports the counterfactual scenario
in which devices only consider their preferences for same-race co-patrons. The seventh row reports the
counterfactual scenario in which devices consider both their preferences for co-patron compositions and
distance dis-utility. Finally, the eighth row shows the actual exposure based on the home-venue-home
visits in our estimation sample.

Table 3 reports how the mean exposure to high-income co-patrons varies across these

counterfactuals. Each cell describes the visit-weighted average high-income share of co-

patrons that a given demographic group experiences in a given counterfactual scenario. All

rows show changes in mean exposure relative to a “uniform benchmark”: the exposure each

group would receive if all venues were visited with uniform probability. Our venue-choice

model fits the data well, as the model-predicted visits generate exposures very close to those

in the estimation sample and all observed visits to chain restaurants.

The other rows of Table 3 introduce different counterfactual scenarios. The “uniform

within MSA” and “uniform within MSA-chain pair” rows reveal the importance of (unmod-

eled) variation across MSA-chain nests for explaining differences in exposure. Then, we

compare how the two within-nest factors included in our model of venue choice—residential

proximity and demographic preferences—determine model-predicted visits.

The “uniform within MSA” row depicts the change in mean exposure to high-income co-

patrons if individuals visited venues uniformly within their MSA of residence, relative to a
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national uniform exposure benchmark. Accounting for metropolitan differences barely shifts

exposure relative to the national average benchmark. The only substantial shift is for low-

income Hispanic individuals, who tend to reside in poorer cities. For them, differences across

MSAs explain one-third of their experienced income exposure relative to the benchmark

(−0.05 of −0.15).

The “uniform within MSA-chain pair” row reports the change in mean exposure if indi-

viduals visited venues uniformly within the chains that they visit in the MSA where they

reside, again relative to the benchmark of national uniform high-income exposure. Account-

ing for chains has little effect: most exposure differences arise within MSA-chain pairs.

The largest shifts in exposure are among high-income Asian and White individuals, whose

choice of chain shifts their high-income exposure up by 3 percentage points, less than one-

quarter of the overall difference between their experienced exposure and the national average.

While there are statistically significant differences in the types of chains visited by differ-

ent groups—for instance, high-income individuals are more likely to visit Starbucks than

Dunkin’ Donuts—these differences are not large enough to meaningfully impact experienced

income segregation.35 In summary, differences in the distribution of groups across cities and

chains fail to explain most of the differences in income exposure across groups.

Thus, most of these differences in income exposure must be explained by proximity to

venues or demographic preferences. The “residential proximity” and “demographic prefer-

ences only” rows of Table 3 summarize the contribution of each factor to predicted income

exposure. Specifically, the “residential proximity” row reports the income exposure outcomes

that would result if individuals chose which of a chain’s venue to visit based only on distance

parameters δg absent any co-patron preferences (βg = 0). Conversely, the “demographic

preferences only” row reports the income exposure outcomes that would result if individuals

chose which of a chain’s venue to visit based only on preferences for co-patron composition

absent any disutility of distance (δg = 0).

Residential distance dramatically reduces the high-income exposure of low-income in-

dividuals from all racial groups. The neighborhoods in which low-income individuals re-

side are the most important factor in explaining why they are less exposed to high-income

co-patrons. In fact, the “residential proximity” and the “model-predicted visits” rows of

columns 1 through 4 in Table 3 are nearly identical. In this sense, the income segregation

35Chain choice depends on tastes for chain product offerings, preferences for average co-patron composition
within each chain, and proximity to chain venues. Given the small importance of chain choice, however,
we conclude that most of demographic exposure is determined by venue choice within, not across, chains.
Nilforoshan et al. (2023) suggest that the availability of venues catering to richer people is the main reason
why larger cities feature more experienced segregation. We find that this hypothesis does not explain
differences in income exposure across demographic groups, because these demographic differences persist
within business chains.
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of consumption venues reflects the income segregation of residences. For high-income indi-

viduals, however, residential proximity increases high-income exposure, because they live in

neighborhoods near high-income venues. The exception is high-income Black individuals,

who live in much poorer neighborhoods than their high-income counterparts in other racial

groups. For them, residential proximity diminishes income exposure relative to a uniform

visit benchmark.

Demographic preferences also play an important role in explaining racial differences in

income exposure. In particular, racial homophily impacts income exposure differently across

racial groups. As an example, Black and White individuals share similar preferences for

high-income co-patrons and similar levels of racial homophily, but these same preferences

drive Black individuals to visit venues with much smaller shares of high-income co-patrons.

This is because Black and Hispanic individuals, who have lower income on average, must

choose between visiting high-income venues or heavily same-race venues.36 Asian and White

individuals do not face this trade-off, and eliminating same-race preferences, in row 5 of

Table 3, considerably narrows the income exposure gap between racial groups.

Overall, residential proximity dominates demographic preferences for low-income individ-

uals, whose experienced income exposure is lower than what their demographic preferences

alone would suggest. For high-income Asian, Hispanic and White individuals, however, ei-

ther residential proximity or demographic preferences suffice to account for much of their

observed high-income exposure. These groups live in neighborhoods where venues that suit

their demographic preferences—those with large shares of high-income and same-race co-

patrons—are located nearby. These results are consistent with either individuals choosing

neighborhoods based on their demographic preferences or with residential experiences in

those neighborhoods affecting preferences. The next section investigates this further.

6.2 Residential sorting on demographic preferences

We now use our model of venue choice to study the link between demographic preferences and

residential sorting. We perform two exercises. First, we estimate the model for individuals in

the same demographic group who reside in neighborhoods with different demographic mixes.

We find that individuals are sorted across neighborhoods in a way that is correlated with

their demographic preferences. Second, we study the evolution of demographic preferences

around residential moves. When individuals move, they move to neighborhoods that suit

their pre-move demographic preferences, and, in turn, their demographic preferences partially

converge to those of their new neighborhood over the next five months.

36Bayer and McMillan (2005) suggest that the scarcity of high-income majority Black neighborhoods may
explain why Black households live in poorer neighborhoods than White households with similar incomes.

34



6.2.1 The extent of sorting on demographic preferences

Do people living in neighborhoods with more high-income or same-race residents have

stronger preferences for high-income or same-race co-patrons? We divide Census tracts into

income terciles and same-race terciles based on the composition of their residents. Leverag-

ing our building-level demographic data, we estimate the model of equation (2) separately

for devices residing in each income tercile and race tercile.37 The results reveal preference

heterogeneity within demographic groups. Figure 5 depicts these preference estimates for

high- and low-income White individuals (dashed and solid lines, respectively).38

Figure 5 shows that White individuals’ preferences over co-patron demographics are

aligned with their neighborhoods’ demographics. The upper-left panel shows that White res-

idents of higher-income neighborhoods have stronger preferences for high-income co-patrons.

This is true for both high- and low-income individuals. These differences in preferences across

terciles of neighborhood income are large: a low-income resident of a top tercile neighbor-

hood (solid red) has preferences for co-patron income similar to a high-income resident of a

middle tercile neighborhood (dashed gray).

The lower-right panel of Figure 5 shows a similar alignment of same-race preferences with

neighborhood demographics: White individuals who reside in heavily White neighborhoods

exhibit stronger preferences for same-race co-patrons. Those residing in the top tercile of

neighborhoods with the highest White share would travel five times farther than those in

the bottom tercile to visit a venue in the 95th percentile of White co-patron share rather

than a venue at the 5th percentile.

Overall, we find that within race-income groups, residential demographics and prefer-

ences over co-patron demographics are meaningfully correlated. These patterns could arise

because individuals select neighborhoods with residents matching their preferred co-patron

composition or because residential experiences affect those preferences (e.g., the intergroup

contact hypothesis). The movers analysis in the next subsection speaks to these links.

6.2.2 Origins of sorting on demographic preferences

To study the relationship between residential demographics and preferences for venue co-

patrons, we estimate preference parameters at a monthly frequency before and after moves.

To achieve sufficient sample sizes, we study high-incomeWhite individuals who move between

37This design requires building-level demographic data. We could not observe variation in preferences
across neighborhoods within demographic groups if these groups were defined using neighborhood charac-
teristics.

38Analogous figures for other racial groups are in Appendix B.1. They show generally similar patterns,
but are noisier due to smaller samples. For example, few low-income Black individuals live in the upper
tercile of the tract income distribution.
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Figure 5: Preference heterogeneity across White visitors by residential neighborhoods

Panel A: Preferences by residential neighborhood income
Willingness to travel for high-income share Willingness to travel for White Share

Panel B: Preferences by residential neighborhood White share
Willingness to travel for high-income share Willingness to travel for White share

Notes: These plots are analogous to those in Figure 4 except that each line depicts preferences for high-
or low-income White visitors who reside in neighborhoods (Census tracts) with different demographics.
Residential tract high-income terciles are defined using tract-level high-income share weighted by high-
income tract population. Similarly for same-race terciles. We estimate preferences for a randomly selected
100,000 visits by devices in a given residential tercile. To compare across neighborhood terciles, we evaluate
willingness to travel relative to the same fixed demographic composition in all terciles. On the left, we show
willingness to travel relative to a venue at the 5th percentile of the high-income share distribution across all
venues, holding same-race share fixed at its median value. On the right, we show willingness to travel relative
to a venue at the 5th percentile of the same-race share distribution across all venues, holding high-income
share fixed at its median value.
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MSAs for five months before and five months after their change in residence.39 We examine

how preference parameters evolve when an individual moves from an origin neighborhood in

same-race tercile o to a destination neighborhood in same-race tercile d. We focus on moves

across same-race terciles because moves across income terciles, shown in Appendix B.2,

may arise from income shocks that could affect preferences. We estimate the parsimonious

linear specification of our model—used for all robustness exercises in Section 5.2—in which

preferences over co-patron composition depend on only the same-race share of co-patrons and

the high-income share of co-patrons, but allow preference coefficients over both travel costs

(δg,odk ) and co-patron composition (βg,od
k ) to vary depending on the origin and destination

same-race terciles (o and d) and the month relative to the move (k). Specifically, we re-

estimate the model outlined in Section 4.2, replacing the utility component that varies across

venues within chain (Yij) with a time-varying counterpart:

Yijt =
5∑

k=−5

1{t = k}
(
δg,od1k ln distanceij + δg,od2k ln distance2ij + βg,od

rk ssamerace
j + βg,od

yk shighincj

)
,

(8)

where βg,od
rk and βg,od

yk are the preference coefficients on same-race share and high-income

share, respectively, for group g in month k when moving from tercile o to tercile d.

Table 4: Average same-race preference of high-income White devices before & after moves

O1 O2 O3

D1 D2 D3 D1 D2 D3 D1 D2 D3

Pre-Move 0.59 0.60 0.65 0.81 0.96 0.94 1.33 1.67 2.54
(0.17) (0.20) (0.27) (0.19) (0.20) (0.26) (0.27) (0.25) (0.29)

Post-Move 0.06 0.65 1.03 0.71 1.96 2.27 0.92 0.53 2.84
(0.15) (0.18) (0.25) (0.19) (0.21) (0.27) (0.23) (0.22) (0.26)

Notes: This table reports pooled estimates of βg,od
rk from equation (8). For each origin-destination

pair, coefficients are pooled for event-months prior to move (t = −5 to t = −1), and post-move (t = 0
to t = 5). The estimation samples contain home-venue-home visits to restaurants by high-income
White individuals who move between MSAs, split by the same-race tercile of the origin residence (with
O1 being the origin tercile with the lowest share White) and the same-race tercile of the destination
residence (with D1 being the destination tercile with the lowest share White).

39We focus on between-MSA moves so that there is a stark change in the choice set and no scope for
venue-specific habits to drive behavior. We follow devices for only ten months because most devices appear
in the data for less than a year. The estimation sample is an unbalanced panel: not every mover is in the
sample for all ten months and not every mover makes a home-venue-home restaurant visit in every month.
High-income White individuals are by far the largest sample of cross-MSA movers.
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Figure 6: Preferences over same-race share by month by tercile-to-tercile move

Moves from bottom same-race tercile

to bottom tercile to middle tercile to top tercile

Moves from middle same-race tercile

to bottom tercile to middle tercile to top tercile

Moves from top same-race tercile

to bottom tercile to middle tercile to top tercile

Notes: Each plot in this figure depicts event-month-specific, origin-race-tercile-destination-race-tercile-
specific estimates of preference for same-race co-patrons βg,od

rk in equation (8). Each dot depicts a point
estimate and the bands depict 95% confidence intervals. The estimation samples contain home-venue-home
visits to restaurants by high-income White individuals who move between MSAs, split by the same-race
tercile of the origin residence and the same-race tercile of the destination residence.
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Figure 6 shows estimated preferences for same-race exposure before and after moves across

terciles of the neighborhood same-race distribution.40 Given the small sample of movers, the

month-specific parameter estimates are noisy. Table 4 reports the pre-move and post-move

five-month averages of these coefficients for each event study.

Figure 6 and Table 4 reveal three patterns of interest. First, we find some evidence that

individuals move to neighborhoods with demographics that suit their pre-move demographic

preferences. Conditional on the demographic tercile of the origin, individuals with stronger

pre-move racial preferences tend to move to destination neighborhoods with higher same-

race shares. These differences are not always statistically significant, but they are especially

large – a near doubling in the strength of racial homophily – when contrasting individuals

moving from a third-tercile origin to a third-tercile destination (O3 to D3) with individuals

moving from a third-tercile origin to a first-tercile destination (O3 to D1). In other words,

high-income White individuals moving from a high- to a low-share White neighborhood have

substantially weaker same-race preferences before the move.

Second, estimated preference coefficients do not jump discontinuously when individuals

move. The nine panels of Figure 6 depict event studies for moves between the nine pairs of

terciles of the same-race neighborhood distribution. The top-right (O1 to D3) and bottom-

left (O3 to D1) plots show the greatest contrasts between origin and destination terciles. In

all cases, there are neither pre-trends in preferences prior to a move nor noticeable jumps in

preferences right after moving.

Third, demographic preferences partially converge to the local demographic mix after

a move. The changes in estimated preference parameters, while not always statistically

significant, are consistent with neighborhoods shaping preferences. Individuals who move

to neighborhoods with a higher same-race share tend to exhibit stronger racial homophily

after moving. For instance, the same-race preferences of movers from O1 to D3 rise by

almost 60% post-move, but remain weaker than the preferences of those already living in

O3. Similarly, the preferences of individuals who move to a neighborhood with a lower same-

race share evolve to exhibit weaker racial homophily. Given the limited time window, we

40Table B.2 replicates Table 4 for income preferences following moves across neighborhood income terciles.
It reports substantial increases in income preferences following moves to higher income terciles, providing
additional evidence that preferences change in line with the demographic of one’s new neighborhood. As
expected, we do not find that individuals sort across income terciles due to their income preferences. Such
moves may be explained by income shocks. Appendix B.2 reports the full set of event studies for income
exposure around moves to different same-race terciles, and for same-race and income exposure around moves
to different income terciles. Out of these 36 event studies, we note one unexplained jump in preferences
following moves from the highest tercile to the bottom tercile of the income distribution. These movers to
substantially poorer neighborhoods appear to experience an immediate drop in their preferences for high-
income exposure upon moving. This result is difficult to interpret because such movers are rare and may
have experienced a negative income shock.
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cannot assess whether preferences fully converge, but the point estimates constitute evidence

for neighborhoods shaping preferences.

Overall, our examination of movers suggests that residential sorting explains some of

the documented spatial heterogeneity in demographic preferences and that exposure to new

neighbors may in turn shape these preferences. Sorting appears relevant because prefer-

ences before a move predict the dominant demographic of the destination neighborhood.

Residential experiences appear relevant because after a move preferences for the dominant

demographic of the destination neighborhood strengthen. These results, while limited by

sample sizes and time spans, would be consistent with extended contact with one’s neigh-

bors early in life influencing preferences for demographic exposure, which then evolve slowly

with new experiences.

7 Conclusion

Our study offers new insights into the demographic fragmentation of American life. We

measure exposure to high-income co-patrons in shared commercial spaces by combining data

from millions of smartphones with building-level demographic characteristics. We estimate

preferences for the racial and income composition of these spaces by studying visits to large

chains in which variation in venue attributes is limited.

We find large disparities across groups in their exposure to high-income co-patrons. Black,

Hispanic, and low-income individuals experience lower high-income exposure. Demographic

preferences, however, are broadly shared across groups and economically large. For instance,

racial homophily translates into a willingness to travel two additional kilometers to visit a

venue at the 95th percentile of the same-race distribution rather than the 5th percentile, and

these preferences do not attenuate at higher incomes.

Our findings have important implications for the future of American segregation. Since

demographic preferences alone can explain a substantial portion of income segregation in

shared spaces, eliminating differences in product tastes and residential proximity may not

suffice to close the gaps in exposure to high-income individuals across demographic groups.

Moreover, if these demographic preferences influence behavior in other settings, such as

neighborhoods and schools, removing structural barriers alone is unlikely to fully integrate

American society.

Our analysis, however, reveals settings in which demographic preferences are less pro-

nounced. In particular, preferences are weaker in more integrated neighborhoods and weaken

following a move to a more integrated area. Consistent with the intergroup contact hypoth-

esis, integrated spaces may therefore promote further integration over time by attenuating
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demographic preferences.
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Yabe, Takahiro, Bernardo Garćıa Bulle Bueno, Xiaowen Dong, Alex Pentland, and Este-

ban Moro. 2023. “Behavioral changes during the COVID-19 pandemic decreased income

diversity of urban encounters.” Nature Communications, 14(2310).

45



Appendix – For Online Publication

A Data Appendix

A.1 Smartphone visits data

As described in Couture et al. (2021), each observed visit consists of a device, a venue, a

timestamp, and an attribution score. Precisely PlaceIQ’s attribution scores are larger when

a device is more likely to have been within a venue, based on the number and density of

pings, data source of pings, and proximity of the pings to the polygon defining the venue.

We retain all visits with an attribution score greater than a threshold value recommended

by Precisely PlaceIQ based on their experience correlating their data to a diverse array of

truth sets, including consumer spending data and foot-traffic counts. Precisely PlaceIQ also

reports a lower bound for the visit’s duration based on the time between consecutive pings

at the same venue.

When two venues are in close geographic proximity, a single visit may have an attribu-

tion score exceeding Precisely PlaceIQ’s recommended threshold value for multiple venues.

Following the methodology outlined in Couture et al. (2021), in these cases, we retain only

the visit to the venue with the highest attribution score. In other cases, the polygons of two

different venues overlap.41 When two polygons overlap, we retain polygons with an identified

business category over those lacking a category. If both polygons have identified business

categories or neither have identified business categories we drop those visits.

We include all visits between June 1, 2018 and December 31, 2019. On the average day,

there were 167 million visits produced by 38 million devices visiting 40 million residential

and non-residential venues. The average device appears in the data for 159 days over the

19-month window, but a notable number appear on only one day. After we restrict attention

to devices in our estimation sample (one permanent home assignment over the 19-month

window) there are 104 million visits from 18 million devices visiting 30 million venues on an

average day.

A.2 Home assignments

We construct home assignments using a procedure introduced in Couture et al. (2021),

which we repeat here for convenience. Residential venues are a distinct category in the

41The most common case of such an overlap happens when the basemap contains one polygon representing
a business establishment and a second polygon representing both that building and the accompanying parking
lot.
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Precisely PlaceIQ data. This allows us to construct a weekly panel of home locations for a

subset of devices using the following assignment methodology:

1. For each week, we assign a device to the residential venue where its total weekly visit

duration at night (between 5pm and 9am) is longest, conditional on that device making

at least three nighttime visits to that venue within the week.42 If a device does not

visit any residential location on at least three nights, then on initial assignment that

device-week pair has a missing residential location.

2. After this preliminary assignment, we fill in missing weeks and adjust for noisiness in

the initial panel using the following interpolation rules:

Rule 1: Change “X · X” to “X X X”: If the residential assignment for a week is missing

and the non-missing residential assignment in the weeks before and after is the

same, we replace the missing value with that residential assignment.

Rule 2: “a X Y X b” to “a X X X b” where a ̸= Y and b ̸= Y : If a device has a

residential assignment Y that does not match the assignment X in the week before

or after, we replace Y with X as long as Y was not the residential assignment

two weeks before or two weeks after.43

3. After step 2’s interpolation, for any spells of at least four consecutive weeks where a

device is assigned the same residential venue, we assign that venue as a device’s “home”

for those weeks. Spells of less than four weeks are set to missing.

4. If a device has more than one home assignment and the pairwise distance between

them is less than 0.1 kilometers, then we keep the home that appears for the most

weeks.

5. If a device has the same home assignment in two non-consecutive periods and no

other home assignments in between, then we assign all weeks in between to that home

assignment.

A.3 Building-level demographics

Precisely PlaceIQ provides us with demographic data at the building level for around 36

million residential buildings. This includes information on standard demographic information

42Since we only observe minimum duration, there are instances where total duration is 0 across all resi-
dential locations. In these cases, we assign the residential venue as the venue where a device makes the most
nighttime visits.

43For cases where a device’s residential location is bouncing between two places (“Y X Y X X”) we are
not able to ascertain whether Y or X is more likely to be a device’s residence in a given week.
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Table A.1: Homogeneous Buildings by Race and Income

Category Group Buildings Percent

All 34,547,538 100
Asian 1,013,998 3
Black 2,198,715 6
Hispanic 3,936,421 11

Race/Ethnicity

White 24,203,483 70

All 34,547,538 100
Low Income 14,369,436 42Income
High Income 19,839,966 57

Notes: This table shows the number of buildings for we which we have information on race/ethnicity
and income. The “All” rows show that number for all buildings, and other rows show the number of
buildings that are “nearly homogeneous” (> 67%) for the four racial groups and two income groups.

such as education, income, race, gender, and age. Each category is reported in discretized

buckets, and a building is assigned weights across buckets reflecting the share of people

who live in the building who fall into each bucket. For income, we aggregate the provided

bins to low-income (< $75, 000, the bracket cutoff closest to the national median in 2019),

and high-income (> $75, 000). For racial/ethnic categories, we aggregate the provided bins

to non-Hispanic Asian, non-Hispanic Black, non-Hispanic White, Hispanic, and all other

racial/ethnic groups not covered by our study.44

Table A.1 shows the number of buildings that contain information on race/ethnicity

and income. The table also shows the number of buildings that are “nearly homogeneous”

(> 67%) for the four race/ethnicity groups and two income groups. 99% of buildings are at

least 67% low- or high-income. 91% of buildings are at least 67% Asian, Black, Hispanic, or

White.

A.4 Building-level data representativeness

In the main text, we show that the smartphone sample for which we have building-level data

is spatially representative. For instance, within a county, we have about the same number of

devices in block groups with a high White share as in block groups with a low White share.

In this appendix, we show that the building-level demographic data are highly correlated

with publicly available Census demographic data when aggregated to larger spatial units.

This exercise shows, for example, that we have more high-income devices in the building-level

44Specifically, Asian includes “Central and Southwest Asian”, “Far Eastern”, “Southeast Asian”, Black
includes “African American”, White includes “Eastern European”, “Jewish”, “Mediterranean”, “Scandina-
vian”, “Western European”, Hispanic includes “Hispanic”, and the remaining groups not covered by our
study are “Middle Eastern”, “Native American”, “Other” and “Polynesian”.
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data relative to the census. Figure A.1 compares four county-level demographic shares in

the building-level data to those in the 2015-2019 American Community Survey (ACS): share

of non-Hispanic Black residents, share of non-Hispanic White residents, share of Hispanic

residents, and share of residents whose household income is less than $75,000. The two

county-level measures are highly correlated: the R2 exceeds 0.81 for all four demographic

shares. Given Panel B of Figure 1 showing that the smartphone sample with building

demographics is broadly spatially representative across block groups within counties, the

gaps between observations and the 45-degree line in Figure A.1 largely reflect differences

within, rather than across, block groups.

Overall, we find that aggregating the building-level demographic information to counties

yields more White and high-income households than found in the Census data. Figure A.1

shows that regressing the high-income household share in the Census on the same share

in the Precisely PlaceIQ building-level data yields a coefficient of 1.36 and an R2 of 0.84.

Similar regressions using share of Black, Hispanic, and White households yield coefficients

of 0.84, 0.87, and 0.89, and R2s of 0.81, 0.97, and 0.92.

These differences also vary in intensity across counties. The top-left plot of Figure A.1

shows that the share of low-income devices in the building-level data is smaller than the

share of low-income residents in the Census, except in counties with the largest low-income

shares. This means that low-income households are under-represented in the building-level

data, but less so in counties with more low-income households. Finally, the three other

plots of Figure A.1 show that, compared to the Census data, Hispanic households are pro-

portionally represented while White households are over-represented and Black households

are under-represented in the Precisely PlaceIQ data. We note that the disparities between

demographics in our smartphone sample and Census data are more pronounced for income

than for race. Given these differences and the arbitrary nature of a dichotomous definition

of “high-income”, we avoid reporting income exposure shares in absolute terms. This de-

cision is based on the notion that, although we can identify venues with higher shares of

high-income individuals, we may systematically overestimate the income of individuals in

these venues.

A.5 Building-level data reliability

We now seek to validate the accuracy of the demographic information in the building-level

data. First, we compare the Precisely PlaceIQ building-level data to building-level incomes

inferred from house prices in Cook (2023) and address-level race and ethnicity data from the

North Carolina State Board of Elections (NCSBE) voter registration data. Then, we demon-
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Figure A.1: Comparison of county-level demographics in Census and building-level data
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Notes: These plots compare county-level demographic composition in the 2015-2019 American Community
Survey and that of devices for which we have building-level demographic data. The diameter of each marker
is proportionate to the county’s population in the ACS. The regression coefficient and R2 reports the result
of regressing Precisely PlaceIQ county shares on ACS shares, weighted by the ACS population.
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strate that the Precisely PlaceIQ data reliably predicts differences in chain visit propensity

between residents of neighboring houses (i.e., two households living in the same block group).

A.5.1 Comparison with imputed building-level income from Cook (2023)

We compare our building-level data to address-level income data from Cook (2023), who

kindly shared block-level averages with us. The Cook (2023) income data is imputed from

home parcel characteristics from CoreLogic – including market value, size, and location – and

Census tables on block group income. To perform this comparison, we create a corresponding

Census block-level dataset by averaging our building-level data over all buildings in a Census

block and assuming a uniform distribution of income within each income bracket. The income

data in Cook (2023) correlates with our own with a slope of 0.92 and an R-squared fit of

0.43, for Census blocks below the Precisely PlaceIQ topcode of $150,000.
Table A.2 focuses only on whether both datasets agree on above-median income classi-

fication. We regress a dummy for above-median income in our PlaceIQ Precisely data to

a similar dummy in Cook’s data. The R2 of that regression, in column 1, is 0.21. The

unmatched blocks rarely reflect wide discrepancies. Our above median-income classification

agrees with that in Cook (2023) for 75% of census blocks, but allowing for a $10,000 buffer

around median income raises the match rate to 91%. So even at the narrowest Census

geography, our income data rarely disagrees with Cook’s data by more than $10,000.
The second column of Table A.2 adds a block group fixed effect. The regression coefficient

remains highly significant (t-statistic of 154), but the R-squared is much smaller at 1.1%.

So while we are highly confident that the two datasets are related below the block-group

level, the smallest geographic unit for which Census income data are available, we cannot

tell from this comparison how noisy our building-level dataset is at small geographical scales.

The data in Cook (2023) comes from home parcel data that is imperfectly correlated with

income. Our building-level data only contains a fraction of the buildings in any given census

block, so it is also measured with error.

A.5.2 Comparison with address-level race in North Carolina voter registration

data

We now compare the Precisely PlaceIQ building-level race data to the address-level race

data from the North Carolina State Board of Elections (NCSBE) voter registration data. In

particular, we ask whether the Precisely PlaceIQ data can match racial composition at the

address-level in the NCSBE data better than one could using the most detailed information

available in the Census.
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Table A.2: Agreement on block-level incomes in Precisely PlaceIQ and Cook (2023) data

High-Income in Precisely PlaceIQ

(1) (2)

High-Income in Cook (2023) 0.470 0.153
(0.001) (0.001)

Observations 2248831 2245465
Block Group FE No Yes
R-squared 0.212 0.510
Within R-squared 0.212 0.011

Notes: This table reports the results of regressing a dummy for above-
median income from our PlaceIQ Precisely data on a similar dummy
from Cook (2023). Each observation is a Census block.

We first compute the share of buildings in which the race of residents reported in Pre-

cisely PlaceIQ and NCSBE are matching. To simplify this comparison, we compute this

match rate using only monoracial buildings. So we identify buildings in the Precisely Pla-

ceIQ data with all residents either White or Black, and we match them to addresses in the

NCSBE data whose Census coordinates are within one meter of the Precisely PlaceIQ build-

ing. We limit attention to single-family homes in the NCSBE data and buildings with 10

or fewer devices in the Precisely PlaceIQ data. We then calculate the share of monoracial

Black buildings in the Precisely PlaceIQ data in which only Black voters report residing

in the NCSBE data (and, similarly, the share of monoracial White buildings in which only

White voters report residing). This is a demanding exercise because we only record a match

if all residents of a building match in both datasets, and the voter registration data is prone

to errors.

The first column of Table A.3, ‘Building-level’ reports the share of monoracial buildings

in the Precisely PlaceIQ data in which all NCSBE voters are of that same race. This match

rate is 85% for White buildings and 61% for Black buildings. This implies, for instance, that

in 39 percent of buildings, there is a least one non-Black registered voter in a building that

Precisely-PlaceIQ reports as monoracial Black. These discrepancies could be due to errors in

either the Precisely-PlaceIQ data or the voter registration data, errors in geocoding, variation

in reporting of Hispanic status (we report Black as non-Hispanic Black) or of multiracial

individuals, or the fact that both datasets were collected at the same time.

In other columns, we show that our ability to match NCSBE voters race would be worse if

we used Census data instead of our building level data. For instance, if we simply allocated

race to buildings in proportion to racial shares in the entire state of North Carolina, the

share of Black building in which we correctly match voters racial composition would be only

0.18. If we used instead Census data at the block group level, the smallest Census geography
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Table A.3: Match rate in racial composition of Precisely PlaceIQ and NCSBE Data

Match rate when using data at:

Building level Block level Block Group level State level

White 0.85 0.84 0.82 0.77
(0.0003) (0.0004) (0.0009)

Black 0.61 0.58 0.49 0.18
(0.0015) (0.0026) (0.0048)

Notes: The table shows the match rate between race of voters in the NCSBE data and our building-
level data, and compares that match rate with predictions from Census tables at various geographies.
The first row reports this match rate for monoracial White buildings and the second row for monoracial
Black buildings. The first column shows the share of monoracial buildings in the Precisely PlaceIQ
data in which a all voters in the NCSBE data report being in that same race. The second, third, and
fourth columns report the mean and standard deviation (in parentheses) of these shares calculated
for 50 simulated versions of the Precisely PlaceIQ data, in which building demographics are randomly
re-assigned within Census block, Census block group and state, respectively. White and Black are
defined as non-Hispanic White and non-Hispanic Black, respectively.

at which the interaction of race and income we use in the paper is available, the match rate

rises to 0.49, still lower than 0.61 achieved with our building level data. Unlike income, race

is available at the Census block level, but even if we allocate race to buildings using this most

geographically detailed Census data—as in smartphone papers like Athey et al. (2021)—the

match rate for Black buildings only rises to 0.58.

Overall, we match address-level racial composition in the North Carolina voters data

better with our building level data than one could using Census data. For monoracial Black

buildings, the match rate is (0.61-0.49)/0.61 = 20% better than what can be achieved using

the Census block group data that we would otherwise have to use, and 5% better than

using Census block data, the narrowest Census geography at which race (but not income) is

available.

A.5.3 Internal validation from chain visit propensity

The Precisely PlaceIQ data reliably predicts differences in chain visit propensity between

residents of neighboring houses (i.e., two households living in the same block group). For

example, we find that residents of high-income buildings are more likely than their neigh-

bors in low-income buildings to visit chains preferred by high-income individuals, such as

Starbucks.

To show this, we compare visit patterns between buildings within the same block group.

This exercise establishes that the building-level data is informative at a finer level than the

most granular demographic data publicly available from the Census Bureau, which is at the
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block group level.

Our methodology is based on the idea that building-level demographic differences should

generate observable differences in visit patterns between people of different demographic

groups living in the same block group (and therefore facing the same choice set). Consistent

with this idea, research by Waldfogel (2008) and Klopack (2020) shows that race and income

correlate with heterogeneity in preferences for different types of venues and chains.

These observable differences in behavior predicted using only building-level demographic

data should, in turn, correspond to similar observable differences in behavior predicted using

only demographic information from the Census. Therefore, we compare how across-building

variation in demographics within a block group predicts chain popularity to how across-block-

group variation in demographics within a tract predicts chain popularity. If demographics

predict chain patronage, we should find similar ranking of chains using these two different

data sources.

We proceed with this comparison as follows. First, we compute the within-block group

chain popularity ranking using only building-level demographic information. For each chain

in each block group, we compute the ratio of the average number of visits by devices living in

high-income buildings (at least 67% of residents earning more than $75, 000) to the average

number of visits by devices living in all other buildings. We then take a weighted average

of this ratio across block groups to obtain a ranking of the chains by popularity with high-

income relative to non-high-income individuals.45

Second, we compute the within-tract chain popularity ranking using only Census block

group demographic information. To do this, we compute, for each chain in each census tract,

the average ratio of visits for devices living in block groups that are at least 67% high-income

to visits from devices living in all other block groups. Finally, we compute an analogous set

of ratios for visits by White versus non-White devices..

Figure A.2 depicts the results of these comparisons for restaurants and convenience stores

45Let gi be an indicator if device i belongs to demographic group g, and ḡb be the share of devices in block
group b belonging to demographic group g. We weight using the number of devices living in a block group
(Nb) and a variance weight (

∑
i∈b

(gi − ḡb)
2):

wb = Nb

∑
i∈b

(gi − ḡb)
2.

Adding the second variance term produces a statistic that exactly matches the ranking of chains produced
by the OLS estimate of γcg for each chain:

log yic = γcgzcgi + δcbzcdb(i) + ϵibc,

where yic is the number of visits from device i to chain c, gi is again an indicator if device i belongs to
demographic group g, zc is an indicator for chain c, and db(i) is an indicator if a device i lives in block group
b.
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Figure A.2: Using building-level data to predict visit propensity within block groups
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Notes: The top-left panel depicts visits by high-income devices relative to visits by all other devices for
restaurant chains. The vertical axis is this ratio for devices living in high-income relative to all other block
groups within the same Census tract. The horizontal axis is this ratio for devices living in high-income
relative to all other buildings within the same Census block group. The top-right panel depicts analogous
ratios for White visits relative to non-White visits. The bottom two panels depict these comparisons using
the “convenience store & gas stations” category rather than restaurants. The largest 20 chains by number
of visits within each category are labeled on each plot. Data on block group income and race is from the
2015-2019 American Community Survey. High-income block groups are defined as having at least 67% of
residents earning more than $75, 000. White block groups are at least 67% White. Data on building-level
income and race is described in this appendix. High-income buildings are defined as having at least 67% of
residents earning more than $75, 000. White buildings are at least 67% White.
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& gas stations, the two business categories with the greatest number of chains. Each ob-

servation in the plot is a chain in those categories. Plots on the left-hand side show the

relative propensity of high-income devices to visit a chain, and plots on the right-hand side

shows the relative propensity of White devices to visit a chain. The ranking obtained using

only building-level demographic variation within a block group is very similar to the ranking

obtained using only Census demographic information. We find Spearman rank correlations

between 0.7 and 0.9 for restaurant and convenience stores, for both income and race. For

example, both building-level and Census-block-group-level demographic information suggest

that high-income individuals make relatively more visits to Starbucks than Dunkin’ Donuts.

Table A.4 summarizes information on the size of our venue sample for the five largest

chains in each category of establishment (ten largest for restaurants). The table compares the

actual number of establishments in each chain (gathered from various sources including com-

pany websites and investor reports) with the number of establishments in the Precisely Pla-

ceIQ data. It also reports the total number of visits to each chain. The Precisely PlaceIQ

basemap of venues is close to comprehensive, and contains upward 80 percent of all venues

for most chains, except for gyms where the basemap is less comprehensive.46 Bank and Gym

chains receive fewer visitors than other categories, so preference estimates are noisier for

these categories.

A.6 Google Places data

We use data from Google Places to assign characteristics to restaurant chain venues for the

robustness exercise in Section 5. The Google Places venue data was collected by Akbar et al.

(2023) in 2019.47 That Google data is available in 98 of the 100 largest MSAs. The Google

data identifies the name of the venue (e.g., McDonald’s), as well as its exact geo-location,

number of reviews, star rating, and price in four categories ($, $$, $$$, $$$$). We match a

Google venue to a Precisely PlaceIQ restaurant chain venue if its location falls within the

Precisely PlaceIQ polygon for that venue (enlarged by a factor 1.3 to account for uncertainty

in the exact locations of establishments) and if the name of the chain matches. 53 percent

of restaurant chain venues in Precisely PlaceIQ correspond to a Google establishment. In

86 percent of these cases Precisely PlaceIQ and Google establishment agree that the same

chain is at the location. This match rate reflects in part the fact that the city boundaries in

46Three chains have more venues in the basemap than were open circa 2019 according to company records.
For Rite Aid and Walmart, this reflects store closures rather than wrongly identified locations. We are less
confident about why Safeway has more venues in our basemap, but it could reflect rebranding.

47That data comes from querying one of 109 keywords (like ”restaurants”) on Google Maps, at a large
number of random locations within city boundaries defined by Akbar et al. (2023). The 109 keywords were
designed to capture the universe of possible trip purpose.
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Table A.4: Coverage of chain venues in Precisely PlaceIQ basemap

Category Chain Actual (#) PIQ (#) (%) PIQ Visits (M) Source

Bank Of America 4300 3124 73 0.68 ®
Wells Fargo 5352 3035 57 0.66 ®
Chase 4976 3225 65 0.57 ®
PNC 2296 1687 73 0.51 ®

Bank

Citizens Bank 1105 823 74 0.34 ®

Walmart 3947 4429 112 393.25 ®
Target 1868 1360 73 66.89 ®
Costco 542 505 93 61.00 ®
Sams Club 599 555 93 47.54 ®

Big Box

Tractor Supply Co 1844 1709 93 18.60 ®

Shell 12846 12635 98 280.94 ®
7-Eleven 9267 7712 83 204.16 ®
Circle K 6339 6061 96 163.07 ®
Exxon 10830 7633 70 153.78 ®

Convenience

Chevron 7892 7742 98 147.02 ®

Kroger 2757 2247 82 103.73 ®
Safeway 895 1315 147 35.56 ®
Ahold Delhaize 1973 1524 77 31.50 ®
Walmart Market 809 692 86 30.67 ®

Grocery

Publix 1239 855 69 28.20 ®

Planet Fitness 1934 809 42 0.88 ®
LA Fitness 623 472 76 0.69 ®
Orange Theory Fit. 1150 373 32 0.54 ®
Anytime Fitness 2469 837 34 0.53 ®

Gym

24 Hour Fitness 445 380 85 0.39 ®

CVS Pharmacy 9895 8656 87 187.11 ®
Walgreens 9168 8380 91 135.51 ®Pharmacies
Rite Aid 2461 2649 108 23.40 ®

Subway 24154 21693 90 992.49 ®
Starbucks 15041 10598 70 618.57 ®
McDonalds 13846 13050 94 580.77 ®
ChickFilA 2493 2030 81 224.12 ®
Dunkin’ Donuts 9630 7719 80 218.47 ®
Burger King 7346 6789 92 153.43 ®
Wendys 5852 5475 94 139.08 ®
Taco Bell 6766 6743 100 138.03 ®
Pizza Hut 7280 6085 84 129.12 ®

Restaurant

Panda Express 2161 1630 75 101.41 ®

Notes: This table reports the number of venues within the five largest chains in all commercial
venue categories: “Bank”, “Big Box”, “Convenience Stores & Gas Stations”, “Grocery”, “Gym”,
“Pharmacies”, and ten largest chains for “Restaurant”. The ‘Actual (#)’ column reports the number
of U.S. chain locations as reported in various sources, which are hyperlinked in the last ‘Source’ column.
The ‘PIQ (#)’ column reports the total number of venues in the Precisely PlaceIQ basemap, including
those excluded from the estimation sample. The ‘PIQ Visits (M)’ column reports all visits to the chain
between June 1, 2018 through December 31, 2019, by all devices in Precisely PlaceIQ, in millions.

Online Appendix – 12

https://d1io3yog0oux5.cloudfront.net/_f84a28a39a1b6137ca8a3dea5bfa1161/bankofamerica/db/867/7068/annual_report/2019_ar.pdf
https://www08.wellsfargomedia.com/assets/pdf/about/investor-relations/annual-reports/2020-annual-report.pdf
https://www.jpmorganchase.com/content/dam/jpmc/jpmorgan-chase-and-co/investor-relations/documents/annualreport-2019.pdf
https://d1io3yog0oux5.cloudfront.net/_89f7e7fe85b0425a7dfc476c3c81e1c6/pnc/db/2263/21043/annual_report/be4c0f13-ce5d-4997-a59b-37a319dae8e9.pdf
https://www7.fdic.gov/sod/sodInstBranchRpt.asp?rCert=57957&rYear=2019&barItem=1
https://s201.q4cdn.com/262069030/files/doc_financials/2020/ar/Walmart_2020_Annual_Report.pdf
https://corporate.target.com/getmedia/905b2afd-8910-4391-bac8-f2490dc309b0/2019-Target-Annual-Report.pdf
https://s201.q4cdn.com/287523651/files/doc_financials/2019/ar/2019-Costco-Annual-Report.pdf
https://s201.q4cdn.com/262069030/files/doc_financials/2020/ar/Walmart_2020_Annual_Report.pdf
https://s23.q4cdn.com/539497486/files/doc_financials/2019/ar/TSC_2019AR.pdf
https://web.archive.org/web/20200508212941/https:/www.scrapehero.com/location-reports/Shell-USA/
https://www.7andi.com/en/ir/file/library/kh/pdf/2020_0409khe.pdf
https://web.archive.org/web/20210902211322/https:/www.circlek.com/list-united-states-stores
https://www.sec.gov/ix?doc=/Archives/edgar/data/0000034088/000003408820000016/xom10k2019.htm
https://www.chevron.com/-/media/shared-media/documents/2020-chevron-annual-report-supplement.pdf
https://ir.kroger.com/files/doc_financials/2019/ar/2019-Annual-Report.pdf
https://web.archive.org/web/20190701102104/https:/local.safeway.com/safeway.html
https://media.aholddelhaize.com/media/1xbnvzzk/ahold-delhaize-annual-report-2019.pdf?t=637526941720330000
https://s201.q4cdn.com/262069030/files/doc_financials/2020/ar/Walmart_2020_Annual_Report.pdf
https://www.sec.gov/Archives/edgar/data/81061/000008106120000006/publix-10kx12282019.htm#sB8EF90E5BF545419BDFFFAC0F45CEE89
https://d18rn0p25nwr6d.cloudfront.net/CIK-0001637207/688d8fca-8f53-4d1e-9b6c-ea6f2b5d0144.pdf
https://web.archive.org/web/20201031015606/https:/www.scrapehero.com/store/product/la-fitness-locations-in-the-usa/
https://www.franchimp.com/?page=pdf&f=105620_2021.pdf
https://www.anytimefitness.com/wp-content/uploads/2020/09/AF-2020-CLEAN-FDD-4.16.pdf
https://www.bnnbloomberg.ca/24-hour-fitness-files-bankruptcy-amid-onslaught-of-gym-closures-1.1450469
https://s2.q4cdn.com/447711729/files/doc_financials/2019/annual/FINAL-CVS-AR-bookmarked.pdf
https://investor.walgreensbootsalliance.com/static-files/fcc5185a-85dc-4a19-8c47-f8e980086db2
https://d18rn0p25nwr6d.cloudfront.net/CIK-0000084129/e07bb08d-431f-46a9-ba30-04233ea8427e.pdf
https://web.archive.org/web/20190729074127/https:/www.subway.com/ExploreOurWorld
https://s22.q4cdn.com/869488222/files/doc_financials/2019/2019-Annual-Report.pdf
https://web.archive.org/web/20201127200353/https:/corporate.mcdonalds.com/content/dam/gwscorp/nfl/investor-relations-content/supplemental-information/Store%20Counts%20by%20Country.pdf
https://www.franchisetimes.com/chick-fil-a-fdd-2019/pdf_85cc415a-35bd-11eb-857d-9bceefcad479.html
https://www.sec.gov/ix?doc=/Archives/edgar/data/0001357204/000135720420000015/dnkn-20191228x10k.htm
https://www.rbi.com/English/news/news-details/2020/Restaurant-Brands-International-Inc.-Reports-Full-Year-and-Fourth-Quarter-2019-Results/default.aspx
https://s1.q4cdn.com/202642389/files/doc_financials/annual/2019/22288-The-Wendys-Company-Bookmarked-Annual-Report.pdf
https://s2.q4cdn.com/890585342/files/doc_financials/2019/ar/3f088aa2-30af-6616-a608-4b26a65ee65a.pdf
https://s2.q4cdn.com/890585342/files/doc_financials/2019/ar/3f088aa2-30af-6616-a608-4b26a65ee65a.pdf
https://www.restfinance.com/app/pdf/fdd/Panda-Express-2021.pdf


Akbar et al. (2023) are smaller than those of MSAs, but also that the Google Places venue

sample in Akbar et al. (2023) does not capture all venues available on Google Places.

A.7 National Household Travel Survey data

We use the 2017 NHTS (USDOT, 2017) to identify MSAs with large shares of consumption

trips by car for the robustness exercises in Section 5. We match each NHTS household to our

MSA boundary using their county of residence.48 We only keep individuals aged 18 and over

in the sample. We define consumption trips as including all trips with NHTS trip purpose

code 11 (Buy goods: groceries, clothes, appliances, gas), 12 (Buy services: dry cleaners,

banking, service a car, pet care), and 13 (Buy meals: go out for a meal, snack, carry-out).

We only keep the 92 MSAs (out of the 100 largest MSAs) with at least 100 consumption

trips in the NHTS. We define ‘car’ trips as all trips with NHTS transport mode code 3 (Car),

4 (SUV), 5 (Van) and 6 (Pick Up Trucks). We then use NHTS trip-level weight to compute

the share of consumption trips by car. Among the MSAs with more than 100 consumption

trips, there are 56 MSAs in which more than 90% of consumption trips are by car and 14

MSAs in which more than 95% of consumption trips are by car.

B Appendix tables and figures

B.1 Patterns of demographic exposure

48This geographic matching requires the confidential geo-coded version of the NHTS. We thank Gilles
Duranton, who has access to it, for producing this list of MSAs for us.
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Table B.1: Mean exposure to same-race co-patrons

Low Income High Income

Asian Black Hispanic White Asian Black Hispanic White
(1) (2) (3) (4) (5) (6) (7) (8)

Estimation sample 0.08 0.27 0.25 0.08 0.08 0.19 0.13 0.11
All chain-restaurant visits 0.08 0.23 0.24 0.07 0.08 0.17 0.14 0.10
All chain-venue visits 0.09 0.25 0.24 0.07 0.09 0.18 0.14 0.09
All non-residence venue visits 0.15 0.30 0.32 0.02 0.15 0.21 0.19 0.05
All McDonald’s restaurant visits 0.08 0.26 0.26 0.08 0.08 0.20 0.16 0.11
Census tracts 0.16 0.32 0.30 0.13 0.18 0.24 0.23 0.13

Notes: This table is analogous to Table 1 but reports same-race exposure instead of high-income
exposure. The table reports, for different visit samples, the same-race share of co-patrons that each
demographic groups (eight columns) is exposed to, relative to a baseline in which all venues in that
sample are visited with uniform probability. The first row shows those same-race shares for visits in
the estimation sample. The second through fourth rows shows those shares for broader visit samples.
The fifth row shows those shares only for visits to McDonald’s restaurants. In the sixth row, those
shares are computed as if each Census tract is a venue and individuals only visit the census tract that
they live in.
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B.2 Determinants of demographic exposure

Figure B.1: Preference heterogeneity by residential neighborhoods

Asian visitors by residential tract’s same-race tercile

WTT for high-income share WTT for same-race share

Asian visitors by residential tract’s high-income tercile

WTT for high-income share WTT for same-race share

Notes: This figure is analogous to Figure 5. except that it shows preference estimates for Asian, Black,

and Hispanic visitors. Residential tract high-income terciles are defined using tract-level high-income share

weighted by high-income tract population. Same for same-race terciles. The terciles for high-income residents

are consistent across 8 demographic groups. Continues onto next page.
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Preference heterogeneity by residential neighborhoods (continued)

Black visitors by residential tract’s same-race tercile

WTT for high-income share WTT for same-race share

Black visitors by residential tract’s high-income tercile

WTT for high-income share WTT for same-race share
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Preference heterogeneity by residential neighborhoods (continued)

Hispanic visitors by residential tract’s same-race tercile

WTT for high-income share WTT for same-race share

Hispanic visitors by residential tract’s high-income tercile

WTT for high-income share WTT for same-race share
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Figure B.2: Movers result across same-race terciles: High income preference

Moves from bottom same-race tercile

to bottom tercile to middle tercile to top tercile

Moves from middle same-race tercile

to bottom tercile to middle tercile to top tercile

Moves from top same-race tercile

to bottom tercile to middle tercile to top tercile

Notes: This figure is analogous to Figure 6 except it shows estimates for high-income co-patrons βg,od
yk in

equation (8).
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Figure B.3: Movers result across high-income terciles: High income preference

Moves from bottom high-income tercile

to bottom tercile to middle tercile to top tercile

Moves from middle high-income tercile

to bottom tercile to middle tercile to top tercile

Moves from top high-income tercile

to bottom tercile to middle tercile to top tercile

Notes: This figure replicates the exercise in Section 6.2.2 for moves between income terciles. It is analogous

to Figure 6 except it showing estimates over high-income co-patrons βg,od
yk in equation (8) for cross-MSA

moves between income terciles. Residential tract high-income terciles are defined using tract-level high-

income share weighted by high-income tract population.

Online Appendix – 19



Figure B.4: Movers result across high-income terciles: Same-race preference

Moves from bottom high-income tercile

to bottom tercile to middle tercile to top tercile

Moves from middle high-income tercile

to bottom tercile to middle tercile to top tercile

Moves from top high-income tercile

to bottom tercile to middle tercile to top tercile

Notes: This figure replicates the exercise in Section 6.2.2 for moves between income terciles. It is analogous

to Figure 6 except it shows estimates over same-race co-patrons βg,od
rk in equation (8) for cross-MSA moves

between income terciles. Residential tract high-income terciles are defined using tract-level high-income

share weighted by high-income tract population.
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Table B.2: Average preferences of high-income White individuals before & after move across
income terciles

O1 O2 O3

D1 D2 D3 D1 D2 D3 D1 D2 D3

Pre-Move 0.58 0.12 0.01 1.42 1.23 1.10 2.36 2.30 2.61
(0.16) (0.21) (0.26) (0.12) (0.17) (0.21) (0.13) (0.17) (0.19)

Post-Move 0.09 1.11 1.78 0.43 1.03 2.01 -0.45 1.29 2.37
(0.15) (0.13) (0.14) (0.18) (0.14) (0.15) (0.20) (0.17) (0.16)

Notes: This table is analogous to Table 4 except it shows estimates for moves between income terciles.
The table reports pooled estimates of βg,od

yk from equation (8). For each origin-destination pair, coefficients
are pooled for event-months prior to move (t = −5 to t = −1), and post-move (t = 0 to t = 5). The
estimation samples contain home-venue-home visits to restaurants by high-income White individuals who
move between MSAs, split by the high-income tercile of the origin residence (with O1 being the origin tercile
with the lowest high-income share) and the high-income tercile of the destination residence (with D1 being
the destination tercile with the lowest high-income share).
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B.3 Robustness checks

Figure B.5: Robustness to standardized chains categories

Notes: These figures show results for restaurant chains restricted by chain standardization metrics.

The preference estimates over co-patron composition use the linear shares specification from Equa-

tion (7) for each demographic group. Preferences are expressed in willingness to travel in kilometers

relative to the average venue, ∆g(ssamerace, shighinc), as defined in equation (3). The baseline sample

includes preference estimates over all restaurant chains. “Entirely wholly owned” restricts to chains

with 5% or fewer franchised venues; “Almost wholly owned” restricts to chains with 20% or fewer. “CV

Rating” limits to the 25% of chains with the lowest variation in Google Places star rating.
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Figure B.6: Robustness to adding venue-level controls

Notes: These figures are analogous to Figure B.5 except they add venue-level controls to the base-

line estimation. Preference estimates over co-patron composition are reported from the linear shares

specification from Equation (7). The venue-level controls are Google Places star rating, Google Places

number of reviews, and venue square footage as reported by PlaceIQ Precisely.
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Figure B.7: Robustness to adding neighborhood-level controls

Notes: These figures are analogous to Figure B.5 except they add neighborhood-level controls to

the baseline estimation. The preference estimates over co-patron composition use the linear shares

specification from Equation (7) for each demographic group. Residential characteristics include the

shares of same-race residents and high-income residents in the census tract where each venue is located.

Visitor characteristics include the same-race share of co-patrons and high-income share of co-patrons

to all other commercial venues within the census tract where each venue is located. Commercial venues

are identified by PlaceIQ Precisely.
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Figure B.8: Robustness to transportation mode

Notes: These figures are analogous to Figure B.5 but restrict the set of MSAs in the baseline restaurant

sample by car usage. Preference estimates over co-patron composition are reported from the linear

shares specification from Equation (7). Using data from the 2017 National Household Travel Survey

(NHTS), the sample of venues is limited to MSAs where at least 90% or 95% of trips to commercial

venues are by car. For the 90% threshold, 79 MSAs remain, and for the 95% threshold, 23 MSAs

remain.
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Figure B.9: Robustness to distance specifications

Notes: These figures are analogous to Figure B.5 but report preference coefficients when varying

the specification on distance in the baseline restaurant sample. Preference estimates over co-patron

composition are reported from the linear shares specification from Equation (7). The baseline quadratic

specification is the same as reported in equation (2). The cubic specification adds a cubic log-distance

term. The closest venue specification adds a dummy for the venue within each chain that is closest to

a visitor’s residence.
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Figure B.10: Robustness to different categories

Notes: These figures are analogous to Figure B.5 but report preference coefficients for various business

categories. The preference estimates over co-patron composition use the linear shares specification from

Equation (7). Each point represents the coefficient on the high-income share of co-patrons (left) or

same-race share of co-patrons (right) for a specific chain category.
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