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1 Introduction

International trade research occupies a pivotal place in the history of economic thought. Rooted
in classical economics, its origins trace back to Adam Smith’s critique of mercantilist policies and
to David Ricardo’s seminal concept of comparative advantage, which illuminated the benefits
of specialization and trade. Building on these foundations, neoclassical trade theory provided a
solid framework for analyzing the interplay of technological change, factor endowments, and
trade policies in shaping economic prosperity. By the late 20th century, trade theory expanded
beyond perfect competition to embrace the complexities of market imperfections, scale economies,
and product differentiation, exemplified by the pioneering work of Paul Krugman and others in
what is now known as New Trade Theory.

Despite this illustrious lineage, international trade research has undergone transformative
developments over the past twenty-five years, fueled by breakthroughs in data, methodologies,
and theory. Notably, the seminal work of Bernard and Jensen (1999) and Melitz (2003)
revolutionized the field by shifting the focus from industries and products to firms as the
central units of empirical and theoretical analyses of international trade flows. This firm-level
perspective has significantly broadened the scope of organizational decisions examined in global
firms. Researchers have highlighted that firms engage not only in exporting but also in importing
(Antràs et al., 2017b), multinational activity (Helpman et al., 2004), and the organization
of global value chains (Antràs and Chor, 2013). In the process, firms make key strategic
organizational design decisions to manage cross-border connections with offshore production
units efficiently (Antràs and Helpman, 2004).

Simultaneously, the field has witnessed a quantitative revolution, marked by the development
of medium-scale models that allow for quick, back-of-the-envelope estimates of the implications of
trade cost shocks on real income (Eaton and Kortum, 2002; Arkolakis et al., 2012). Additionally,
a growing body of empirical work in international trade has been ‘unshackled’ from the
constraints of traditional trade theory, leveraging new data sources and innovative methods to
provide fresh insights into the nature of global trade, in many cases exploring topics that had
not yet been developed theoretically (e.g., Autor et al., 2013; Atkin et al., 2017).

While the field’s intellectual history over the past quarter-century is a resounding success,
this surge of innovative work may inadvertently foster a perception among young scholars that
many key questions in international trade have been settled. A starting premise of this paper is
that we may be seeing the early signs of a research ‘congestion’ in the international trade field,
somewhat reminiscent of the congestion in real-life international trade flows observed during the
COVID-19 pandemic and in early 2024. Although I lack systematic evidence to substantiate this
claim, anecdotal observations and interactions with my PhD students at Harvard suggest that
many talented young researchers are gravitating toward other fields, such as spatial economics,

1



industrial organization, and macroeconomics, due to a perception of diminishing returns in
international trade research.1

The primary goal of this paper is to highlight several underexplored areas—what I call
‘uncharted waters’— for young researchers trying to leave an imprint in the international trade
field. The paper is structured as follows. Section 2 reviews major advances in the field over
the last twenty-five years, the ‘charted waters’ of international trade. Section 3 identifies gaps
in the theoretical literature, including the need for research into oligopolistic competition, the
intersection of trade and national security, and the implications of behavioral economics for
trade policy. Section 4 discusses potential uncharted waters for empirical trade economists,
while outlining potential new sources of data and ways in which official trade statistics could be
improved. Finally, Section 5 highlights a few underexplored areas in the analysis of trade policy,
with particular attention to the role of artificial intelligence (AI) and big data in reshaping
trade policy.

Before proceeding, I offer four caveats. First, some of the uncharted waters identified in
this paper have been previously explored, albeit with less advanced tools; revisiting them
with modern ‘vessels’ may allow researchers to bring back hidden treasures that previous
researchers missed. Second, because these areas remain largely uncharted, their navigability
is uncertain. However, I have purposefully chosen routes that I believe offer relatively safe
passage to abundant riches. Third, while this paper is primarily aimed at young researchers,
parts of my discussion, particularly in Sections 4 and 5, are also directed at data gatekeepers
and policy makers. Finally, though the focus throughout the paper is on topics related to
international trade, some of the suggested avenues for cross-disciplinary collaboration may also
interest researchers in other fields, especially those in our sister field of spatial economics.

2 The Charted Waters

The main goal of this paper is to outline potential uncharted waters for international trade
researchers. As a mentor at Harvard pointed out to me, however, it would not be wise to
describe what the field has failed to do without first briefly describing what the field has actually
achieved over the past two and a half decades. This section thus covers the recently charted
waters of international trade. Researchers in the trade field may find this section familiar and

1When I first presented this paper at the 2024 ASSA meetings in San Antonio, I provided some rough evidence
documenting a significant decline in the number of job-market candidates in international trade compared
to those in spatial economics during the period 2017–24. This was inferred from data collected by Jonathan
Dingel’s blog (tradediversion.net). But, as many later pointed out, this may just reflect the explosion of work in
spatial economics, rather than a decline in interest in international trade. Jonathan Dingel has documented a
modest decline in the number of trade candidates starting in 2017, but this is consistent with trends observed in
other fields (see https://tradediversion.net/2024/08/19/the-surprisingly-small-decline-in-trade-jmps/).

2



choose to skip it, but the hope is that it may be of use to general-interest audiences.
In my view, the last twenty-five years have witnessed four major developments in international

trade research: (i) the rise of firm-level approaches to exporting decisions, (ii) the study of
global production decisions, (iii) advances in quantitative trade theory, and (iv) empirical work
that has been ‘unshackled’ from theory constraints and from traditional data sources. Although
these approaches are closely intertwined, it is useful to cover them one at a time.

2.1 Firm-Level Approach to Exporting

In recent years, international trade theory has experienced a transformative shift, echoing
the paradigm shift that led to the rise of New Trade Theory during the late 1970s and early
1980s (Krugman, 1980; Helpman and Krugman, 1985). This development aligns with Kuhn’s
(1997) analysis of scientific revolutions, whereby the need for a fresh framework is driven by
the discovery of empirical findings that contradict predictions of existing models. Central to
understanding these discrepancies is recognizing that Krugman-style models treat all firms
within a sector as fundamentally identical. While firms produce differentiated goods, they
share a common cost structure, and preferences treat all product varieties symmetrically with a
uniform elasticity of substitution. Consequently, firm behavior within industries turns out to
be identical for all firms. Moreover, under the standard assumption of iceberg (or ad valorem)
trade costs, these models predict that every firm in a differentiated-goods sector will export its
products to all countries worldwide.

However, during the 1990s, a series of empirical studies utilizing newly available longitudinal
plant- and firm-level data from various countries revealed a series of new facts that were
inconsistent with the tenets of New Trade Theory. I next document five stylized facts that were
particularly salient and formed the basis for theoretical work in subsequent years.

A. Five Stylized Facts on Exporting

First, instead of the universal exporting predicted by Krugman-style models, in the real world,
only a small proportion of firms engage in exporting, with most exporting firms targeting just a
few markets. This fact is illustrated for the United States in Table 1. As the last row indicates,
only 35% of all manufacturing firms in the United States exported in 2007. Furthermore, this
is not driven by universal exporting in some sectors and zero exporting in import-competing
sectors: the share of firms that export is highest among firms in ‘Computer and Electronic
Products’, reaching 75% export participation, but this share is positive and significantly lower
than 50% in most sectors.

Second, the distribution of exporters is highly skewed. Despite accounting for only 0.03% of
all US manufacturing firms (Bernard et al., 2009), Figure 1 shows that the top 1% of exporters
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Table 1: Firm Participation in International Trade

Fraction of
Fraction of Fraction of firms that

Percent of firms that firms that import and
NAICS Industry all firms export import export

(1) (2) (3) (4)

311 Food manufacturing 6.8 0.23 0.15 0.10
312 Beverage and tobacco product 0.9 0.30 0.18 0.11
313 Textile mills 0.8 0.57 0.44 0.37
314 Textile product mills 2.7 0.19 0.14 0.09
315 Apparel manufacturing 3.6 0.22 0.23 0.15
316 Leather and allied product 0.3 0.56 0.53 0.40
321 Wood product manufacturing 4.8 0.21 0.09 0.06
322 Paper manufacturing 1.5 0.48 0.25 0.21
323 Printing and related support 1.1 0.15 0.05 0.03
324 Petroleum and coal products 0.5 0.34 0.18 0.14
325 Chemical manufacturing 3.3 0.65 0.40 0.36
326 Plastics and rubber products 3.9 0.59 0.34 0.29
327 Nonmetallic mineral product 4.3 0.19 0.15 0.09
331 Primary metal manufacturing 1.5 0.58 0.32 0.29
332 Fabricated metal product 20.6 0.30 0.12 0.10
333 Machinery manufacturing 8.7 0.61 0.30 0.28
334 Computer and electronic products 3.9 0.75 0.50 0.47
335 Electrical equipment, appliance 1.7 0.70 0.46 0.41
336 Transportation equipment 3.4 0.57 0.35 0.31
337 Furniture and related product 6.5 0.16 0.12 0.07
339 Miscellaneous manufacturing 9.3 0.32 0.20 0.17
Aggregate manufacturing 100.0 0.35 0.20 0.16

Source: Bernard et al. (2018b). Data are for 2007 and are for firms that appear in both the US Census of
Manufactures and the Linked-Longitudinal Firm Trade Transaction Database (LFTTD). Column 1 summarizes
the distribution of manufacturing firms across three-digit NAICS industries. Remaining columns report the
percent of firms in each industry that export, import, and do both.

accounted for a staggering 80.9% of US manufacturing exports. The top 2-5% and top 5-10%
accounted for an additional 12.1% and 3.3%, respectively, leaving the contribution of the bottom
90% at a mere 3.7% of total US exports. This phenomenon is not special to the US. The top 1%
of exporters accounted for 77% of exports in Hungary, 68% of exports in France, 59% of exports
in Germany, 53% of exports in Norway, 51% of exports in China, 48% of exports in Belgium,
47% of exports in Denmark, 42% of exports in the United Kingdom, and 32% of exports in
Italy (Mayer and Ottaviano, 2008; Manova and Zhang, 2012; Ciliberto and Jäkel, 2017).

Why are exporters often in the minority, even in an economy’s most competitive sectors, and
why are aggregate exports so concentrated among a small number of firms? The third stylized
fact unveiled by empirical work in the late 1990s is that intraindustry heterogeneity in firm
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Figure 1: Distribution of U.S. Exporters or Importers in 2000
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Source: Bernard et al. (2009). Figure reports the percent of employment, exports and imports for US firms
which are responsible for the top 1, 5, 10, 25, and 50 percentiles of the total export (blue and orange bars) and
import (gray bar) distributions. See Bernard et al. (2009) for further details.

performance (scale, productivity, etc.) appears to be of first-order importance for explaining
firm selection into exporting. This is both because within-sectoral heterogeneity in performance
is very large – almost as large within sectors than across sectors (Bernard et al., 2003) – and
because this heterogeneity is correlated with trade status. More specifically, exporters appear to
be systematically different from non-exporters: they are larger, more productive, and operate at
higher physical capital and skill intensities. As shown in Table 2, borrowed from Bernard et al.
(2018b), these differences are very large. US exporters are on average 1.11 log points (or 203%)
larger in terms of employment than non-exporters in the same sector, and even controlling for
the number of employees, exporters feature substantially higher sales, labor productivity, TFP,
wages, capital intensity and skill intensity. This suggests that some underlying differences in
firm productivity or product appeal are key for understanding why some firms venture out
into export markets, while other firms do not, something that trade economists refer to as the
extensive margin of exports.2

A fourth stylized fact is that this extensive margin of trade is a key factor in explaining
2More recent work by Hottman et al. (2016) has documented that variation in firm appeal and product

scope explains at least four fifths of the variation in firm sales.
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Table 2: Exporter and Importer Premia

Exporter and
Exporter premia Importer premia importer premia

(1) (2) (3)
log employment 1.11 1.20 1.39
log shipments 0.24 0.32 0.36
log value added per worker 0.21 0.25 0.28
log TFP 0.04 0.03 0.03
log wage 0.10 0.09 0.11
log capital per worker 0.20 0.28 0.34
log skill per worker 0.11 0.16 0.18

Source: Bernard et al. (2018b). Data are for 2007 and are for firms that appear in both the US Census of
Manufactures and the LFTTD. All results are from bivariate OLS regressions of a given firm characteristic
on the dummy variable noted at the top of each column as well as industry fixed effects. All specifications
except for employment also include firm employment as an additional control. All results are significant at
the 1 percent level. See Bernard et al. (2018b) for further details.

differences in aggregate exports across destinations. It is well known that the gravity equation
of trade predicts that bilateral exports from one country to various other countries should
increase in the GDP of the importing countries but should decline in their geographical distance
(Head and Mayer, 2014). A less well-known fact is that, as Table 3 indicates, these patterns
are largely driven by the fact that more firms from the exporting country select into selling to
the importing country. More than 70% of the larger trade volumes to larger and less distant
markets are driven by selection into exporting, rather than by firms selling higher amounts to
those markets (see columns 1 and 2 of Panel A). When considering selection into exporting
at the firm-product level, this narrower extensive margin accounts for more than 100% of the
variation in exporting (see columns 3 and 4 of Panel A). These results indicate that even if one’s
goal is to understand aggregate bilateral trade flows, models with intraindustry heterogeneity in
productivity have the potential to sharpen our understanding of how those aggregate flows are
determined.

A fifth final stylized fact unveiled in the early 2000s relates to the intraindustry heterogeneity
playing a crucial role in shaping the impacts of trade liberalization. As documented by Pavcnik
(2002) and Trefler (2004) among others, these episodes often lead to a reallocation of market
shares toward more productive firms, thereby boosting aggregate productivity even when
firm-level productivity itself is not affected by such trade reforms.
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Table 3: Gravity and Aggregate U.S. Exports and Imports, 2000

Panel A: Exports

Log of total Log of number Log of number Log of export value
exports of exporting of exported per product

value firms products per firm
(1) (2) (3) (4)

Log of GDP 0.98 0.71 0.52 �0.25
(0.04) (0.04) (0.03) (0.04)

Log of Distance �1.36 �1.14 �1.06 0.84
(0.17) (0.16) (0.15) (0.19)

Observations 175 175 175 175
R2 0.82 0.74 0.64 0.25

Panel B: Imports

Log of total Log of number Log of number Log of import value
import of importing of imported per product
value firms products per firm

(1) (2) (3) (4)

Log of GDP 1.14 0.82 0.71 �0.39
(0.06) (0.03) (0.03) (0.05)

Log of Distance �0.73 �0.43 �0.61 0.31
(0.27) (0.15) (0.15) (0.24)

Observations 175 175 175 175
R2 0.69 0.78 0.74 0.25

Source: Bernard et al. (2007a). Data are from the 2000 Linked-Longitudinal Firm Trade Transaction
Database (LFTTD). Each column reports the results of a country-level ordinary least squares regression of
the dependent variable noted at the top of each column on the covariates listed on the left. Regressions
include a constant. Products are defined as ten-digit Harmonized System categories. All results are
statistically significant at the 1 percent level.

B. Theoretical Developments

Inspired by these empirical advances, 21st century trade theory has evolved to incorporate
intra-industry firm heterogeneity. A foundational contribution to this literature is the work of
Melitz (2003), which builds on the structure of Krugman (1980) emphasizing the importance
of increasing returns to scale, imperfect competition, and product differentiation in shaping
bilateral trade flows. More specifically, in Krugman (1980), a continuum of firms in each country
produce differentiated varieties of a sector’s goods using technologies that feature economies of
scale due the combination of a fixed overhead cost and a constant marginal cost of production,
all expressed in terms of labor (the only factor of production in the model). Because firms
produce differentiated goods, they have certain market power leading to imperfectly competitive
markets. Krugman (1980) models product differentiation via a representative consumers in
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each country having constant-elasticity-of-substitution (CES) preferences over the varieties
produced by different firms (both domestic and foreign). Imperfect competition takes the form
of monopolistic competition, whereby strategic effects are ignored (technically because of the
existence of a continuum of firms), and free entry ensures that profits are zero in equilibrium.

The main innovations in Melitz (2003) relative to the prior work of Krugman (1980) are
(i) the introduction of firm heterogeneity in the marginal cost of production, (ii) the existence
of fixed costs of exporting, and (iii) an astute recasting of the free entry condition in ex-ante
terms, which still permits the construction of a general-equilibrium model with firms obtaining
zero expected profits. Melitz (2003) shows that these small deviations from Krugman (1980)
generate a series of results that line up closely with the five stylized facts described above. Quite
intuitively, the combination of heterogeneous productivity levels and fixed costs of exporting
leads to selection into exporting by which only the most productive firms can overcome the
overhead costs of exporting. Thus, exporters may well be in the minority (Fact #1), and if the
distribution of productivity is sufficiently skewed, the distribution of exports will be skewed as
well (Fact #2). Furthermore, selection into exporting naturally implies that exporters are better
performers than non-exporters (Fact #3). With heterogeneous firms, aggregate trade flows are
shaped by the combination of an extensive margin (which firms export to which markets) and
an intensive margin (how much firms sell on average in each market in which they are active).
Less trivially, for certain distributions of productivity, it can be shown that the extensive margin
should be the dominant force shaping aggregate trade flows (Fact #4).3 Finally, Melitz (2003)
demonstrates that a process of trade liberalization (i.e., a reciprocal reduction in trade costs)
leads to intra-industry reallocations that enhance aggregate productivity by shifting market
shares from unproductive firms—forced to shrink or exit—toward highly productive firms that
gain from the opportunity to export to foreign markets (Fact #5).

The seminal work on exporting of Melitz (2003) has been extended in a variety of fruitful
ways. Some authors have explored variants of the model with alternative (non-CES) demand
systems (Melitz and Ottaviano, 2008; Zhelobodko et al., 2012). Others have introduced
Heckscher-Ohlin features (Bernard et al., 2007b), the possibility that firms are multi-product
firms (Bernard et al., 2011; Mayer et al., 2014), or increasing marginal cost schedules (Almunia
et al., 2021). Several other applications and extensions of the model are reviewed in Melitz and
Redding (2014a).

3When the distribution of marginal costs is assumed to follow a Pareto distribution, as in Chaney (2008),
Helpman et al. (2008), or Eaton et al. (2011), the extensive margin of trade is in fact predicted to explain one
hundred percent of the variation in bilateral trade flows. Subsequent work by Head et al. (2014) and Fernandes
et al. (2023), among others, shows that a positive but dominated role for the intensive margin of trade can be
obtained by assuming that the distribution of productivity is log-normal rather than Pareto.
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2.2 Global Sourcing, Multinational Firms and Global Value Chains

Although a large share of the trade literature continues to focus on models of exporting,
a parallel literature originating also in the early 2000s pushed the view that selection into
exporting is just one of the many decisions that global firms face in the modern world economy.
When producing their goods, firms do not only use local factors of production, but often
embody imported intermediate inputs and services into those exported goods. Thus, firms face
nontrivial importing or global sourcing decisions. Furthermore, exports are not the only vehicle
for firms to make their goods available to foreign consumers. In some cases, firms may want to
assemble their goods in multiple locations, perhaps to be able to deliver their goods to foreign
consumers while incurring lower transportation costs. In those circumstances, exporters become
multinational firms.4 More generally, modern manufacturing processes are highly complex and
involve several distinct stages that are key for delivering a final consumer good: firms then face
complicated decisions regarding how to organize these global value chains across countries. In
sum, a body of work has pushed the view that when researchers aim to interpret international
trade transactions, it can be fruitful to depart from models in which those transactions relate to
non-multinational exporters selling finished products to foreign consumers, and instead consider
these transactions as being specific slices of complex global value chains.

I next overview three related sub-branches of this literature focused on (i) importing and
global sourcing; (ii) multinational firm activity; and (iii) global value chain activity.

A. Importing and Global Sourcing

Several pieces of evidence can be invoked to substantiate the need for richer conceptual
frameworks than the workhorse model of Melitz (2003). Perhaps most notably, the vast majority
of world trade is not in finished products: it has been estimated that trade in intermediate
inputs accounts for as much as two-thirds of world trade (Johnson and Noguera, 2012). This
implies that global firms not only export but also import. Indeed, in the tables and figures
I invoked to motivate the need for models of selection into exporting, there are analogous
facts that justify the need to study firms’ selection into importing or global sourcing. More
specifically, importers in the US are in the minority (Table 1, column 3), the distribution of
US imports is as skewed as that for exports (Figure 1; gray bars), importers are larger, more
productive, and more capital and skill intensive than non-importers (Table 2, column 2), and the
cross-sectional variation in aggregate import volumes is largely driven by the extensive margin
of imports (Table 3, columns 3 and 4 of Panel B). Antràs et al. (2017b) further document that
US importers are not only larger than non-importers, but that their relative size advantage

4To be perfectly precise, these firms become multinationals only when they choose to control and manage
those foreign assembly plants (see Antràs, 2015).
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is also increasing in the number of countries from which they source.5 These facts are jointly
suggestive of sizable country-level fixed costs of sourcing, which limit the ability of small firms
to select into importing from a large number of countries.

A variant of the Melitz (2003) model emphasizing trade in intermediate inputs and the
relevance of fixed costs of importing was first proposed by Antràs and Helpman (2004). They
presented a stylized two-country model in which heterogeneous final-good producers combine
labor and inputs in production, and make decisions about whether to source inputs domestically
or import them from abroad, while at the same time deciding whether to source these inputs
through arm’s-length contracts or within the boundaries of the firm. Their main focus was on
studying how firms’ sourcing decisions depend on productivity, trade costs, and contracting
environments.6

A subsequent literature emphasized that global sourcing is not only shaped by firm-level
productivity levels, but that firm performance and productivity are in turn enhanced by
importing foreign inputs (Amiti and Konings, 2007; Goldberg et al., 2010; Halpern et al., 2015).
Building on these insights, Antràs et al. (2017b) study the extensive and intensive margins of
firms’ global sourcing decisions in a multi-country sourcing model in which heterogeneous firms
self-select into importing based on their productivity and country-specific variables. Unlike
canonical models of exporting à la Melitz (2003), in which decisions across exporting markets
are independent from each other, Antràs et al. (2017b) demonstrate that global sourcing
decisions naturally interact through the firm’s cost function, leading to complementarity or
substitutability among source countries in reducing firms’ marginal costs. The paper identifies
key determinants of these decisions, such as firm core productivity, country-specific fixed and
variable costs of sourcing, and illustrates the implications of global sourcing for firm behavior
and aggregate trade patterns. Empirically, Antràs et al. (2017b) estimate the model using
US customs data merged with US Census data and highlight that firms’ sourcing decisions
follow a hierarchical structure: more productive firms import from a broader set of countries.7

The structural estimation identifies fixed costs of sourcing, revealing they vary significantly by
5More specifically, US firms that import from one country are more than twice the size of non-importers,

firms that source from 13 countries are about four log points larger, and firms sourcing from 25 or more countries
are over six log points bigger than non-importers (Antràs et al., 2017b).

6Other early contributions to the literature on offshoring and global sourcing include the work of Feenstra and
Hanson (1997), Antràs (2003), Antràs et al. (2006), and Grossman and Rossi-Hansberg (2008), but none of these
contributions emphasized intraindustry heterogeneity in firm-level decisions. Grossman and Rossi-Hansberg
(2008) however studied interesting implications arising from heterogeneity in offshorability across tasks performed
in production.

7To solve the computational challenges posed by these interdependencies, Antràs et al. (2017b) develop an
iterative algorithm inspired by Jia (2008). This algorithm leverages lattice theory to iteratively refine sourcing
strategies, reducing the dimensionality of the problem while maintaining accuracy. An active literature that
includes the work of Arkolakis et al. (2023), Alfaro-Urena et al. (2023) and Kulesza (2024) has developed
alternative algorithms to solve more complex combinatorial discrete choice problems than those envisioned by
Antràs et al. (2017b).

10



country and depend on factors like distance and language.

B. Multinational Firms

The same type of empirical studies utilizing longitudinal plant- and firm-level datasets that
demonstrated the importance of selection into exporting and importing also underscored the
importance of multinational firms (MNEs) in global trade. For instance, Bernard et al. (2009)
identified trade transactions involving MNEs by flagging all firms with any related-party trade
transactions, and found that roughly 90 percent of both U.S. exports and imports in their 2000
sample flowed through multinational firms. Using a newly merged data on US firms’ exports and
imports, and their global production locations in 2007, Antràs et al. (2024) estimate that around
80% of US exports and imports are accounted for by US firms that manufacture goods both in
the US as well as in foreign countries. This is illustrated in Figure 2, which disaggregates these
exports and imports into those carried out by Foreign-based MNEs and those carried out by
US-based MNEs (with or without foreign manufacturing affiliates or FMAs). These trade flows
are further disaggregated into those transacted at arm’s-length and those transacted within the
boundaries of MNEs. The figure confirms that exports and imports of non-MNEs constitute a
very small share of aggregate exports and imports, and that the majority of MNE-mediated
trade flows are intrafirm in nature, especially on the import side.8

MNEs may dominate aggregate trade flows simply because they are larger and more
productive than domestic firms. Still, as shown by Antràs et al. (2024), US MNEs import and
export more than domestic firms, even after controlling for a number of firm characteristics,
including firm age, US sales, and total US establishments. This suggests that the fact that the
production activities of MNEs are not solely centered in their home market leads them to be
more trade-oriented than comparable domestic firms. Indeed, US exports and imports mediated
by MNEs appear to be shaped by these firms’ offshore production activities: MNEs are more
likely to trade with countries in which they have affiliates and also with other countries within
their affiliates’ region (see Antràs et al., 2024).

The fact that US trade patterns are affected by what MNEs do abroad is not too surprising
when one realizes the scale of these foreign operations. As shown in Figure 3, sales of foreign
affiliates of US MNEs (with foreign manufacturing affiliates, or FMAs) are comparable in
magnitude (about three-quarters) to the sales of US establishments of those firms. It can also
be inferred from these figures that offshore-produced sales are about four times larger than US
establishments’ exports, thereby showing that most ‘US-branded’ products are made available
to foreign consumers via offshore production rather than via exports from the US, in contrast

8The fact that some ‘domestic’ firms (i.e., non-MNEs) report positive values for related-party trade in their
customs forms partly explains the difference between the estimates of MNE-mediated trade in Bernard et al.
(2009) and in Antràs et al. (2024).
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Figure 2: Manufacturing Firm Exports and Imports in 2007 by Firm and Transaction Types
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(a) Manufacturing Firms’ US Exports in 2007
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(b) Manufacturing Firms’ US Imports in 2007

Source: Antràs et al. (2024). The data sources are the 2007 Longitudinal Business Database, Economic
Censuses, Longitudinal Firm Trade Transactions Database, BEA inward and outward surveys. Table presents
US imports and exports (both arm’s-length or related party) by firm type. ‘US MNEs (no FMAs)’ refers to
US-based MNEs that own no foreign manufacturing affiliates. Sample is all firms with US establishments in
2007. See Antràs et al. (2024) for more details.

with how those sales are modeled in workhorse models of firm-level exporting.
The quantitative importance of MNEs in the world economy has been acknowledged by

trade economists for decades, but recent years have seen an explosion of firm-level approaches
to the study of multinational activity.9 Helpman et al. (2004) develop a stylized two-country
framework explaining how heterogeneous firms decide between exporting and engaging in MNE
activity to make their goods available to foreign consumers. Their model shows that only the
most productive firms in an industry can overcome the high fixed costs of establishing foreign
affiliates, while less productive ones export, and the least productive serve only the domestic
market. Tintelnot (2017) and Arkolakis et al. (2018) both extend the analysis in Helpman et
al. (2004) to a multi-country general equilibrium environment. In multi-country environments,
firms face a combinatorial discrete choice problem associated with the choice of the set of
locations in which to produce. This choice takes into account the fixed costs of activating
those production locations, and the trade costs involved in shipping their goods from all active
assembly locations to the markets in which those goods are sold. These two papers differ in
how the various fixed costs of exporting or of assembly are modelled, and in the approach they
follow to render tractable the estimation of their firm-level models of export-platform FDI.

9The voluminous 20th century literature on multinational activity is reviewed in Markusen (2004) and
Antràs and Yeaple (2014).
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Figure 3: Manufacturing Firms’ Sales by Firm Type
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Source: Antràs et al. (2024). The data sources are the 2007 Longitudinal Business Database,
Economic Censuses, Longitudinal Firm Trade Transactions Database, BEA inward and outward
surveys. Table presents global sales by firm type and manufacturing plant locations. ‘US MNEs (no
FMAs)’ refers to US-based MNEs that own no foreign manufacturing affiliates. Sample is all firms
with US establishments in 2007. See Antràs et al. (2024) for more details.

C. Global Value Chains

The fragmentation of production processes across borders—what we now call global value
chains or GVCs—has transformed international trade. GVCs are a defining feature of 21st-
century trade, where products are no longer exchanged between two countries but are the
result of complex supply chains spanning multiple nations. For instance, the production of
semiconductors involves inputs from numerous countries before the final product is assembled
and shipped (see Miller, 2022, for an excellent non-technical overview).

A burgeoning literature has explored the role of GVCs in shaping international trade and
production. Following the organization of the literature in Antràs and Chor (2022), one can
distinguish between macro-level and micro-level approaches to GVC analysis. Macro-level
studies use tools such as the World Input-Output Tables to measure the use of foreign value
added (embodied in materials, intermediate inputs, or ‘tasks’) in production, particularly for
exports, thus capturing how production processes span multiple countries. The work of scholars
like Hummels et al. (2001), Johnson and Noguera (2012), and Koopman et al. (2014) have helped
quantify the importance of value-added trade. For instance, Figure 4 reports the percentage
of world trade accounted for by transactions that are part of broader global value chains, as
inferred from the methodology developed in Borin and Mancini (2019). Clearly, this share
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Figure 4: Percent of GVC Trade in World Trade
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Source: World Bank (2020). Based on the measure of GVC trade flows in Borin and Mancini (2019).

increased significantly in the 1990s and 2000s, and constitutes around 50% of world trade today.
On the theoretical front, macro models, such as those in Caliendo and Parro (2015) or Baqaee

and Farhi (2024), emphasize intersectoral linkages and trade in intermediates, providing tools
for quantitative assessments of trade policy impacts, an area that I will review in more detail
in the next section. Multi-stage models such as those in Yi (2003) or Antràs and de Gortari
(2020) expand this analysis by considering the sequential nature of production, which amplifies
the gains from trade due to the compounding effects of trade costs along supply chains.10

Micro-level analyses of GVCs connect much more closely with the body of firm-level work
on exporting, importing and MNE activity reviewed in previous sections. Researchers have
developed frameworks in which firms select into GVC participation (Antràs et al., 2017b) and
in which lead firms organize production processes across countries (Antràs and de Gortari,
2020). In those frameworks, country- and industry-level trade flows follow from the aggregation
of a large number of firm-level decisions related to the destinations to which firms export their
products, the source countries from which they procure intermediate inputs or in which they
produce certain stages of production, and the ‘platform’ countries from which they assemble
goods for distant destination countries. In other words, aggregate trade flows are the sum of all
slices of all GVCs in the world. Theoretically, this ‘micro’ approach is largely concerned with
developing tools to solve the complex problems that firms face when designing their optimal

10In fact, Melitz and Redding (2014b) show that gains from trade may become unboundedly large as
production is sliced into more and more production stages (see Antràs and de Gortari, 2020, for a more detailed
discussion).
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global production decisions (see Antràs and Chor, 2022, for a review), and to show how the
firm-level interdependencies that complicate such design have important implications for how
economies respond to trade shocks.

This micro approach also encompasses a narrower definition of GVCs that emphasizes
additional distinctive characteristics, namely that GVCs often entail the exchange of highly
customized inputs on a repeated basis, with the contracts governing these relationships being
incomplete and hard to enforce. These contractual aspects often lead to non-trivial firm-
boundary decisions (see Antràs and Chor, 2013, for an example, and Antràs, 2015, for a
textbook treatment).

2.3 Quantitative Trade Theory

Another significant development in the international trade field has been the rise of quantitative
trade models, which allow economists to easily simulate the effects of trade policies on real
incomes and welfare.

A. The Eaton-Kortum Revolution

In the 20th century, theoretical work in international trade was overwhelmingly stylized in
nature. The leading theoretical scholars in the field devoted their career to the development of
simple models that shed light on several aspects of international trade. For that purpose, it
was often sufficient to work with two-country models, with a ‘Home’ country and a ‘Foreign’
country. In many cases, this was not just sufficient but also necessary because multi-country
versions of many trade models were deemed to be intractable.

Take the example of the Ricardian model of trade. The insight that trade patterns are shaped
by comparative rather than absolute advantage is something that can be easily illustrated
(even to the undergraduate students) in a simple two-country, two-good model. It is also
straightforward to illustrate the concept of a chain of comparative advantage (a ranking of
goods in order of relative unit labor requirements) and its implied trade flows in a two-country
model with many goods and trade costs. But how are bilateral trade flows determined in a
world with many goods and many countries and in which bilateral trade costs may be different
for different pairs of countries? Approaching the 200th anniversary of David Ricardo’s 1817
Principles of Political Economy and Taxation, the trade field did not yet have a good handle on
this problem (see Eaton and Kortum, 2012, for a nice discussion).

At the same time, there was growing demand for quantitative evaluations of trade policies.
In the 20th century, that demand was satisfied via the use of applied (or computable) general
equilibrium (AGE) models. These models feature multiple countries, multiple industries, and
input–output linkages across industries, and researchers solve them numerically after calibrating
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their parameters to data (see Kehoe et al., 2017, for an excellent recent review). Various
extensions of these models were developed to incorporate realistic features (such as imperfect
modes of competition) and to match certain salient features of the data (such as the fact that
countries often export and import goods in the same industry). The main criticisms raised on
applied general equilibrium models are that they are computationally intensive, rely too much
on off-the-shelf elasticities, and are too complex to be able to easily interpret the key factors
shaping a counterfactual response to a trade policy (see Costinot and Rodríguez-Clare, 2014).

The work of Eaton and Kortum (2002) launched a new approach to the quantitative
evaluation of trade models. In the words of Costinot and Rodríguez-Clare (2014), the main goal
of this agenda is “to construct middle-sized models that are rich enough to speak to first-order
features of the data, like the role of country size and geography, yet parsimonious enough so
that one can credibly identify its key parameters and understand how their magnitude affects
counterfactual analysis.”

The key conceptual insight of the original Eaton and Kortum (2002) paper – at least in
my view – was the realization that there was a tight connection between a multi-country
Ricardian model of trade and discrete-choice models of consumer choice, in which individuals
choose one among a discrete number of options. As is well known since McFadden (1974),
with a continuum of individuals making those choices and with an appropriate choice of an
extreme-value distribution for other idiosyncratic factors that shape a consumer’s preferences
for different goods, one can aggregate the choices of the continuum of individuals and obtain
a neat formula for the market share of each good. In Eaton and Kortum (2002), there is a
single representative consumer in each country and the options are not different goods, but
countries: the representative consumer in a country imports a given good from whichever
country can provide this good most cheaply. Rather than a continuum of consumers, Eaton
and Kortum (2002) introduce a continuum of goods, and they obtain a simple equation for the
share of a country’s spending on another country’s goods by assuming that a good’s efficiency of
production in different countries is drawn from a Fréchet (Type II extreme value) distribution.

A particularly nice feature of this market-share equation is that it corresponds to a standard
gravity equation of trade, which permits one to estimate a key parameter of the model – the
so-called trade elasticity – using well-established empirical tools (see Head and Mayer, 2014).
Indeed, in the single-sector model in Eaton and Kortum (2002), this trade elasticity, together
with observable domestic trade shares, are sufficient to evaluate the consequences of changes in
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Figure 5: Gains from Trade With and Without Intermediate Input Trade
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Source: Costinot and Rodríguez-Clare (2014). The blue bars represent the gains from trade in the
one-sector Ricardian model of Eaton and Kortum (2002). The green bars represent the gains from trade in
the Caliendo and Parro (2015) multi-sector Ricardian model with interindustry linkages.

international trade costs for real income.11 More specifically, the log-change in real income is

{GDP i � �xλii{ε, (1)

where pλii is the log-change in the share of expenditure on domestic goods and ε is the trade
elasticity, which governs how the ratio of bilateral imports to domestic demand responds to
changes in bilateral trade costs. This formula illustrates the key role of ε in shaping how
reductions in trade openness (perhaps due to a trade war) translate into real income losses,
with larger losses materializing when domestic goods are poor substitutes for foreign goods. For
the special case of a trade war that would bring all countries back to autarky, the associated
losses can be computed as{GDP i � 1 � pλiiq

1{ε.
The blue bars in Figure 5 document these so-called ‘gains from trade’ for the set of countries

included in the World Input-Output database and for a value of ε � 5. Strikingly, these gains
from trade are below 3% for eleven of these countries, and they are estimated to be a mere
1.8% for the United States. The highest gains from trade are associated with smaller countries

11As Kehoe et al. (2017) write, a key innovation of modern quantitative models is that they “deliver
recognizable gravity-type equations and transparent mappings to welfare predictions, which helps circumvent the
criticism that AGE models act like black boxes.”
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such as Ireland (8.0%) or Hungary (8.1%).
It is well understood that part of the reason why these estimated costs of reverting to autarky

are small is because the framework in Eaton and Kortum (2002) is a single-sector model that
assumes a relatively high level of substitutability across any two goods produced in different
countries. When considering multi-sectoral models with a lower substitutability between the
output of goods belonging to different sectors (Ossa, 2015) and when introducing input–output
linkages across industries and countries (Caliendo and Parro, 2015), these same Ricardian
models generate significantly larger gains from trade. As an illustration, the green bars in
Figure 5 present the same gains from trade when computed in the Caliendo and Parro (2015)
framework, which assumes a unit elasticity of substitution across sectors both in consumption
but also in production. Clearly, those estimates are significantly larger: in fact, more than six
times larger on average. Similarly, Antràs and de Gortari (2020) show that the implied gains
from trade in models with multi-stage production are also significantly larger than in models
with a single production stage.

Moving beyond these extreme autarky counterfactuals, research into quantitative models
was bolstered by two other key contributions. First, Dekle et al. (2008) proposed a methodology
– the exact hat-algebra approach – to quickly compute counterfactuals for a wider range of
policy counterfactuals. These authors showed that an estimate of the trade elasticity and the
initial equilibrium trade flows are sufficient to construct counterfactual predictions about the
effect of any change in trade costs, not just a shift to autarky. Although they derived this
result in the heavily parameterized Eaton and Kortum (2002) framework, similar results were
obtained by Arkolakis et al. (2019) and Adão et al. (2017) in much more general environments.
Second, the work of Arkolakis et al. (2012) demonstrated that the fact that the welfare gains
from trade can be summarized by two key statistics— the share of domestic expenditure on
goods and the trade elasticity – is not specific to the Ricardian model. The same result applies
to one-sector Armington models and to one-sector Krugman-Melitz models featuring scale
economies, monopolistic competition and firm heterogeneity. These advances showcased the
strong potential of the exact hat-algebra approach for quantitative analyses.

B. Structural Approaches

The use of the Eaton-Kortum toolkit for quantitative analyses has raised some criticisms, both
on methodological grounds (Dingel and Tintelnot, 2023; Sanders, 2023) and in terms of the
predictive power of these models when evaluated against the observed response of trade flows
to actual changes in trade costs (Kehoe et al., 2017). Apart from the valiant efforts to credibly
estimate the key trade elasticities, the remaining parameters of the model are calibrated to
ensure that the model fits the data perfectly. Indeed, this perfect fit seems at the core of the
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Dekle et al. (2008) exact hat-algebra approach. Clearly, this approach is unbeatable in terms of
model fit, but if the model is misspecified, or if there is measurement error in the data, there
is the potential for these models to produce unreliable counterfactual predictions, a problem
somewhat akin to ‘overfitting’ in regression analysis.12

Perhaps for this reason, a significant body of work in international trade has concerned
itself with quantitative analyses that are much closer in spirit to empirical work in industrial
organization. The goal of these contributions is to develop parsimonious models that do not
necessarily fit the data, but that generate a structural interpretation of the properties of
the divergence between model and data, or ‘error term.’ This allows researchers to develop
econometric specifications that are particularly well suited to that error structure.13

The literature on structural estimation of trade models is too voluminous to be described
here, but it includes work on (i) firm-level exporting decisions (Roberts and Tybout, 1997;
Morales et al., 2019; Dickstein and Morales, 2018), (ii) the interactions between exporting or
MNE activity and innovation and productivity (Aw et al., 2011; De Loecker, 2011; Bilir and
Morales, 2020); (iii) global sourcing and multinational activity (Tintelnot, 2017; Antràs et al.,
2017b); and (iv) the impact of trade on labor markets (Artuç et al., 2010; Helpman et al., 2010;
Dix-Carneiro, 2014; Traiberman, 2019). Furthermore, many researchers have estimated models
focused on a single industry, thus connecting even more intimately with the empirical industrial
organization literature. Some of the global industries that have been studied in recent years
include the car industry (Coşar et al., 2018; Head and Mayer, 2019), the hard disk industry
(Igami, 2018), the pharmaceutical industry (Chaudhuri et al., 2006; Costinot et al., 2019), and
the dry-bulk shipping industry (Brancaccio et al., 2020).

Naturally, these structural approaches to estimation and counterfactual analysis have their
own limitations. Perhaps most obviously, they are orders of magnitude more complicated and
time-consuming to implement than Eaton-Kortum style approaches. More substantively, these
estimation approaches are overwhelmingly implemented in partial equilibrium settings, thus
ignoring the type of general equilibrium interactions that constitute one of the intellectual
pillars of the international trade field.

2.4 Empirical Work Unshackled

Most 20th-century empirical work in international trade was heavily disciplined by theory and
used a relatively limited set of data sources. A canonical example of this is the literature

12Adão et al. (2024) have recently proposed an instrumental variable (IV)-based goodness-of-fit measure that
provides a means to test whether a model provides reliable counterfactual predictions.

13Furthermore, Dingel and Tintelnot (2023) have recently shown that the useful exact hat-algebra approach
to counterfactual analyses can also be used with the fitted values of a structural model, rather than observed
values in the data, thus not requiring the model to fit the data exactly.
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on the gravity equation of trade. Although log-linear regressions of bilateral trade flows on
exporter GDP, importer GDP, and their distance have been run since the seminal work of
Tinbergen (1962), these specifications only became widespread among academic international
trade economists when researchers were able to provide microeconomic foundations for them
(Anderson, 1979; Bergstrand, 1985). The 21st-century trade literature has extended the gravity
equation’s theoretical and empirical scope, incorporating theoretically-motivated features, such
as multilateral resistance terms (Anderson and Van Wincoop, 2003) or econometric techniques
to properly deal with the extensive margin of trade (Helpman et al., 2008). Furthermore, as
discussed in the last section, modern quantitative Ricardian models of trade have provided an
alternative foundation for the gravity equation (Eaton and Kortum, 2002).

Another example is the voluminous empirical Heckscher-Ohlin literature, which examined
the extent to which the predictions of the Heckscher-Ohlin model aligned with real-world trade
patterns. At its core, the model suggests that countries export goods that intensively use
their abundant factors of production while importing goods that require their scarce factors.
Empirical tests of this theory initially faced challenges, most notably in the seminal work of
Leontief (1953), who found that US exports appeared to be less capital-intensive than US
imports, seemingly in contradiction with the notion that the US was a relatively capital abundant
country. This so-called ‘Leontief paradox’ spurred decades of research exploring theoretically
consistent approaches to test the empirical validity of the model. Important contributions to
that literature include the work of Ed Leamer and many of his students (Bowen et al., 1987;
Trefler, 1993, 1995; Harrigan, 1997; Schott, 2003), as well as Davis and Weinstein (2001).

In contrast to these theoretically-driven literatures, much of the 21st century empirical
research in international trade has been ‘unshackled’ from the chains of traditional trade theory,
and in the process has explored new data sources and innovative methods.

A. Empirical Work ‘Unshackled’ From Theory

Much of the recent empirical research in international trade is not seeking to test specific
theories, but is instead concerned with establishing a causal link between certain economic
variables that are naturally of interest to trade economists. For instance, how trade participation
affects firm performance is an issue of immense importance for businessmen, academics, and
policy makers. Yet, the empirical research summarized in sections 2.1 and 2.2 makes it obvious
that firm performance is itself a determinant of trade participation. To identify the causal link
between exporting and firm performance, one needs to find settings with plausibly exogenous
variation in trade participation. A notable example of this is the work of Atkin et al. (2017),
who conducted a randomized control trial (RCT) that generated exogenous variation in the
access to foreign markets for rug producers in Egypt. Atkin et al. (2017) found that treated
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firms reported 16–26% higher profits and larger improvements in quality relative to control
firms, with these improvements in technical efficiency being tied to learning-by-exporting. At a
more macro level, researchers have revisited the links between trade openness and income per
capita levels, while proposing instruments for trade openness that are more convincing than
those that had been offered in the past. Notable examples include the work of Feyrer (2019),
Feyrer (2021), and Pascali (2017), all of whom propose country and time-varying instruments
for the ease with which countries can trade with other countries. Other researchers have sought
to exploit plausibly exogenous variation in market integration in historical contexts, including
the work of Donaldson (2018), Steinwender (2018), and Juhász (2018).14

Another active area of research concerns the study of the impact of import competition on
labor markets. As described in the previous section, some researchers have tackled this question
via the estimation of structural models of how labor markets respond to changes in trade
costs. An immensely influential literature has instead exploited plausibly exogenous variation
in the extent to which different regions in a country are affected by import competition, to
tease out the causal link of increased imports on labor market outcomes (Autor et al., 2013;
Dix-Carneiro and Kovak, 2017). The conceptual backbone of these approaches is the fact that
national labor markets are often not fully integrated, and thus much can be learned from the
differential exposure of different regional markets to the same trade shock. This work has
propelled a growing theoretical literature in spatial economics aimed at incorporating imperfect
labor mobility into standard quantitative models (Caliendo et al., 2019).

Another way in which the empirical trade research has unshackled itself from trade theory
is by studying how exposure to trade affects various outcome variables that are not typically
part of international trade models. To name just a few, economists have studied how trade
participation affects child labor (Edmonds and Pavcnik, 2005), educational attainment (Atkin,
2016), or military conflicts (Martin et al., 2008), while also demonstrating a causal link between
increased import competition and various negative social outcomes (see, for instance, Autor et
al., 2019).

B. Empirical Work ‘Unshackled’ From Traditional Data Sources

Empirical work in international trade has not only been less disciplined by theory, but it also has
become unshackled from traditional data sources, namely product-level trade data, industry-level
sector characteristics, and Input-Output tables. As already summarized in sections 2.1 and 2.2,
the empirical literature on firm-level trade participation already broke significant novel ground
by relying on much more granular information on trade flows, sometimes even transaction-level

14A parallel literature has used plausibly exogenous trade shocks to shed light on other outcomes that are
perhaps more relevant to researchers in fields other than international trade, such as the work on relational
contracting by Macchiavello and Morjaria (2015) or the work by Dube and Vargas (2013) on civil conflict.
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information. Still, since the pioneering work of Andrew Bernard and his collaborators, the trade
field has incorporated many novel sources of data into empirical trade investigations.

Even when focusing on studies of firms’ participation in trade, researchers have merged
transaction-level trade flow data with additional datasets to shed light on how trade exposure
affects other aspects of firm behavior and market equilibrium. For instance, state-of-the-
art analyses of trade participation go well beyond the use of manufacturing censuses, by
incorporating information on the wider operations of modern firms, which often are distinct
in nature from manufacturing (Fort, 2017, 2023). This literature has illustrated how trade
exposure leads to significant reorganization of firms in rich countries, away from manufacturing
and onto other activities, such as product design or marketing (Bernard et al., 2017; Ding et
al., 2022). Furthermore, as mentioned in section 2.2, census and customs level data have been
merged with surveys of inward and outward MNE activity to provide a more complete picture
of the global operations of firms (Antràs et al., 2024).

Other researchers have matched customs data with employer-employee datasets (Hummels
et al., 2014; Adão et al., 2022), thereby leading to much sharper studies of how trade exposure at
the individual level affects workers’ wages. Relatedly, by merging customs data with value-added
tax data providing information on domestic firm-to-firm links, researchers have been able to
shed light of how exposure to trade affects firms that are only indirectly linked to global markets
by buying inputs or selling goods to firms that directly export or import (Dhyne et al., 2021;
Huneeus, 2018). Even when focusing attention on customs data, the use of transaction-level
information has allowed some researchers to identify international buyer-seller relationships in
trade (Bernard et al., 2018a). Finally, another active branch of the literature has employed
banking data to link trading firms to their suppliers of credit, and shed light on the role of
credit and trade finance in international trade (Amiti and Weinstein, 2011; Antràs and Foley,
2015; Paravisini et al., 2015; Federico et al., 2023).

Beyond these institutional data sources, researchers in international trade have leveraged
highly creative sources of data, such as the use of satellite data to track shipping vessels
(Brancaccio et al., 2020).15 Many researchers have also resorted to barcode and product scanner
data, which track consumer purchases for certain types of goods and allows one to study the
impact of trade policies on product availability and prices (Borusyak and Jaravel, 2021). A
growing body of work has also relied on newly digitized historical records, ranging from clay
tables from the Bronze Age (Barjamovic et al., 2019) to archival loan records from mid-19th
century England (Xu, 2022).

15Satellite data has also been used to proxy economic activity – and how it responds to tariffs – with
high-frequency night lights data (Chor and Li, 2024).
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2.5 Other Charted Waters

I have chosen to emphasize four main areas of progress in international trade research in the last
twenty-five years, but admittedly this choice is subjective and may well alienate readers who
have contributed to similarly dynamic branches of the trade literature. Indeed, the editors of the
Handbook of International Economics commissioned surveys of many other areas of research that
have boomed in recent years, such as: work on the institutional determinants of comparative
advantage and multinational activity (Nunn and Trefler, 2014), novel contributions to the study
of trade policy and trade agreements (Maggi, 2014; Caliendo and Parro, 2022), econometric
advances in the estimation and interpretation of the gravity equation (Head and Mayer, 2014),
studies on how trade shapes innovation (Akcigit and Melitz, 2022), the environment (Copeland
et al., 2022), and economic development (Atkin and Donaldson, 2022), a growing literature on
the interplay between trade and geography (Redding, 2022), and a recent body of work seeking
to understand the recent backlash against globalization (Colantone et al., 2022).

I do not expect that this laundry list will assuage the disappointment of some readers who
are heavily invested in these other recently charted waters, but in my defense, I myself have
actively contributed to some of these other literatures, so clearly my choice of focus does not
reflect a lack of excitement about work in other areas.

3 Uncharted Theoretical Waters

Having provided an overview of some main areas of international trade research in recent years,
we are now ready to explore some of the uncharted waters of international trade. In this section,
I will focus on uncharted theoretical waters, emphasizing three areas in which I think more
progress is needed.

3.1 Oligopolistic Competition and Strategic Behavior

Much of the existing literature on international trade assumes monopolistic competition, by
which firms are assumed to perceive a downward sloping demand for their products, but are
assumed to be small enough not to engage in strategic interactions with their competitors.
However, this assumption does not reflect the reality of many key industries, such as the aircraft
or semiconductor industries, which are dominated by a few large firms. More generally, and as
documented in section 2.1, the distribution of exporters and importers is highly skewed, with a
very small number of firms accounting for a very significant share of trade in their countries.
When inspecting the predominance of large firms at the industry level, the granularity of the
data is even more striking. For instance, within four-digit industries, the largest French exporter
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accounts on average for 28% of the industry exports (Gaubert and Itskhoki, 2021), while Freund
and Pierola (2015) find that about one-third of the variation in the ratio of exports to GDP
across countries and industries is due to the top firm in a sector, while the top five firms in a
sector account for nearly 50% of the variation.16 The literature on multinational firm activity
has similarly demonstrated the existence of remarkable granularity in the data, with a small
number of very large MNEs accounting for the bulk of MNE activity (see, for instance, Antràs
et al., 2024).

A parallel empirical literature in industrial organization and macroeconomics has also
documented a recent notable increase in the average markups charged by firms (De Loecker et
al., 2020; Diez et al., 2018). Some authors have furthered linked these higher average markups
to increased industry concentration (Autor et al., 2020) and to reduced business dynamism, i.e.,
depressed entry and exit rates (Decker et al., 2016). Admittedly, some of the micro-level results
in this literature and their interpretation remain controversial, with certain studies finding
conflicting evidence for some sectors (see, for instance, Grieco et al., 2024).

Still, recent empirical work casts some doubts on the realism of international trade models
in which firms are too small to affect the behavior of their competitors and in which free entry
drives profits to zero. Instead of being monopolistically competitive, market structure in many
global markets appears to be oligopolistic.

A. Not So Uncharted Waters

Naturally, I am not the first to point out that strategic interactions between firms or that
positive and large profit levels can have significant implications for trade flows and their welfare
implications. In the early 1980s, when New Trade Theory was just taking off, some of its pioneers
explored certain implications of oligopoly for trade and welfare. Most notably, Brander (1981)
and Brander and Krugman (1983) introduced the concept of ‘reciprocal dumping,’ by which
strategic interactions motivate firms from different countries to export to each other’s markets
despite the absence of comparative advantage or product-variety reasons for two-way trade (see
also Brander and Spencer, 1985, and the literature on strategic trade policy it spun). A more
recent literature largely stimulated by the work of Peter Neary – but an intellectual offspring
of the pioneering work of Lerner (1934) – advocates the study of market-power distortions in
general equilibrium settings (Neary, 2003; Leahy and Neary, 2013; Neary, 2016). This general
equilibrium literature has shown that market power distortions are crucially affected by the
dispersion of markups across sectors, rather than by their levels (see, for instance, Epifani and
Gancia, 2011), and several authors have attempted to quantify the relevance of these distortions

16Ciliberto and Jäkel (2017) find that the top 5 firms in an industry accounted for 80% of Danish industry-level
exports in 2007.
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(Eaton et al., 2012; Edmond et al., 2015; Ding et al., 2024; Graziano, 2024).17

Still, and as also argued by Head and Spencer (2017), the modeling of oligopolistic
competition remains somewhat on the fringes of our field. I will next outline a series of
implications of modeling oligopolistic behavior that may be of interest to trade economists.

B. Strategic Interactions and the Extensive Margin of Trade

Although recent work has considered situations in which exporters are large enough to affect
industry structure and internalize these effects in their pricing, the bulk of work in international
has focused on strategic effects operating purely at the intensive margin, conditional on a fixed
set exporters. Yet, in frameworks in which firms are ‘non-atomistic’, there is the possibility
of strategic effects also operating at the extensive margin, thus shaping the entry decisions
of exporters, importers, and multinational firms. More specifically, large firms understand
that their pricing or entry decisions directly impact the entry decisions of other firms. As is
well understood from the industrial organization literature, this gives rise to the possibility of
multiple equilibria in industries populated by multiple large firms (Berry and Reiss, 2007). As a
result, in otherwise standard models of firm-level export participation (Melitz, 2003), relatively
productive firms may not be able to penetrate foreign markets if other less productive firms
already sell in that market. In more technical terms, selection into exporting may not be strictly
monotonic in productivity.

Existing work simply assumes that firms make entry decisions following a pecking order
driven by productivity, with the most productive firms moving first (Atkeson and Burstein,
2008; Eaton et al., 2012; Gaubert and Itskhoki, 2021). But this is just one of many equilibrium
selection criteria. In some settings, it may be more natural to consider alternative equilibrium
selection criteria, such as letting ‘incumbents’ or domestic firms move first, thereby leading them
to potentially deter entry via their choices of prices or quantities. How large are the real income
gains from trade when trade liberalization is not associated with patterns of selection into
exporting perfectly correlated with firm productivity? What are the implications for consumer
surplus (i.e., prices and variety gains) and for firm profits? These are questions still in need for
answers, and they are particularly relevant since the extensive margin of trade accounts for
about two-thirds of the cross-sectional variation in trade flows (see Table 3).

The possibility of socially suboptimal selection into exporting is more than just a theoretical
curiosity. Existing work has documented that although exporters are on average more productive
than non-exporters, there is a significant overlap in those distributions, and firms do not enter

17Other recent work exploring the implications of oligopolistic competition for trade flows and its consequences
includes Atkeson and Burstein (2008), Amiti et al. (2019), Breinlich et al. (2020), Alviarez et al. (2023), and
Breinlich et al. (2024). Another important aspect of markups is that sometimes they are needed to foster
innovation, so the distribution of markups may also shape the gains from trade via its effects on innovation, as
studied in oligopolistic settings by Impullitti and Licandro (2018) and Impullitti et al. (2022).
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markets according to an exact hierarchy (Eaton et al., 2011). Furthermore, in recent work,
Ciliberto and Jäkel (2017) provide convincing evidence of the existence of what they refer to as
‘competitive effects’, which capture the negative effect that a firm’s export decision has on its
competitors’ export decisions.

Strategic interactions are also relevant for the extensive margin of global sourcing. In
situations in which a firm takes an action – such as selecting into importing from a low-cost
source – that reduces its marginal costs, this may affect the incentives of other firms from the
same country to follow this leader’s entry. The sign of this dependence is not entirely obvious,
however, and is likely to depend on how market structure is specified. Igami (2018) discusses
these nuanced effects, and finds evidence of complementarities in offshoring decisions for the
hard-disk industry.

The case of strategic interactions in the extensive margin of MNE activity is similar. When
an MNE sets up a plant in a foreign country, thereby lowering the cost with which it can
make its goods available to certain foreign consumers, this may well trigger a response by its
competitors. This is what Knickerbocker (1973) defined as ‘oligopolistic reaction’ more than
fifty years ago, but formal analyses of this phenomena are scant, with Head et al. (2002) being
a notable exception.

The bottom line is that oligopolistic competition is likely to have important implications
for the extensive margin of trade and MNE activity, a margin that trade economists now
understand is key for understanding the structure of world trade.

C. Some Implications for the Gains from Trade

Beyond its implications for the firm-level trade literature, the modeling of oligopolistic
competition is also relevant for the quantitative trade literature focused on understanding the
welfare consequences of trade liberalization. To motivate this point, consider two examples
which are often taught in undergraduate courses.

Figure 6 depicts the partial-equilibrium welfare effects of trade liberalization in a
homogeneous-good Bertrand duopoly, with a Home and a Foreign monopolists symmetric in all
respects. Under autarky, the equilibrium at Home features a domestic monopolist which sets a
quantity Q�

aut equating its marginal revenue and its marginal cost c, with an associated markup
P pQ�

autq � c. Under free trade, the standard Bertrand price war leads the Home monopolist to
price at c � τ , with an associated quantity Q�

trade. Domestic profits shrink, but overall surplus
goes up by the yellow-colored triangular area. Gains from trade are thus positive even when
the domestic trade share λHH is unaffected by trade and equal to 1, seemingly contradicting
the Arkolakis et al. (2012) formula in (1).18

18Note that when lowering τ , the ‘trade elasticity’ is 0, so the Arkolakis et al. (2012) formula is not well-defined
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Figure 6: Trade Liberalization in a Symmetric Bertrand Duopoly
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Notes: When moving from autarky to free trade, the equilibrium moves from that of a domestic
monopolist with MR � c to the standard marginal-cost pricing in a symmetric Bertrand game. The
yellow colored area reflects the gains from trade, even if no trade flows materialize when t ¡ 0.

Consider next the analogous case of a homogeneous-good Cournot duopoly, with a Home
and a Foreign monopolists again symmetric in all respects. As shown by Brander and Krugman
(1983), trade liberalization may well reduce welfare when starting from sufficiently high trade
costs, even if such a liberalization necessarily reduces the share of spending on domestic goods.
Intuitively, although trade liberalization expands production and decreases prices, this pro-
competitive effect of trade is brought about by cross-hauling identical goods, which can be very
ineffective when trade costs are high. Needless to say, the negative relationship between ‘trade
openness’ and welfare is inconsistent with the Arkolakis et al. (2012) formula.

These are obviously two extreme examples, but they may be suggestive of the importance of
certain mechanisms that the quantitative trade literature has largely ignored. For instance, the
situation illustrated in Figure 6 is reminiscent of the empirical results of Jaravel and Sager (2019),
who estimated a large negative impact of increased imports from China on U.S. consumer prices.
As these authors discuss, for plausible parameter values, their estimates are consistent with
models with strategic price setting, while these same estimates are too large to be rationalized
by models featuring monopolistic competition, including models with variable elasticities of
substitution, such as Arkolakis et al. (2019). Similarly, when studying evidence from Brazilian
cement markets, Salvo (2010) points to an important role for imports in determining domestic

in this case.
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cement prices, despite the near absence of imports.
In ongoing work, Antràs et al. (2025) explore the welfare consequences of reductions in trade

costs in a general equilibrium model with oligopolistic competition and product differentiation,
which generates bilateral trade flows and a well-defined trade elasticity for bounded trade costs.
As they show, the losses-from-trade result in Brander and Krugman (1983) continues to apply
when the elasticity of substitution across firms’ goods is sufficiently large.

In sum, despite the existence of some quantitative work on trade models with oligopolistic
competition (see, for instance, Edmond et al., 2015 or Ding et al., 2024), much more work on
it is warranted, especially if it also seeks to tackle the determination of the crucial extensive
margin of trade, as I have discussed above.

D. Trade, MNEs and the Distribution of Profits Across Countries

Models with oligopolistic competition and a fixed number of active firms also generate a
distribution of profits across countries. In a world in which rising markups increase the profit
share in national income, developing models that help pin down how profits are distributed
across countries appears to be of first-order importance. Recent work by Ding et al. (2024)
tackles this important topic but more work is needed.

For the case of MNE activity, these frameworks should also facilitate the study of profit
shifting practices, which relate to MNEs strategically reducing their overall tax liabilities by
reallocating profits to jurisdictions with relatively lower tax rates. This is often achieved via
practices like transfer pricing, allocating intangible assets, or financing structures that exploit
tax treaty loopholes and differences in national tax laws. There is some neat recent empirical
work on offshore profit-shifting practices (Guvenen et al., 2022; Tørsløv et al., 2023), but these
aspects of how economies adjust to globalization need to be better integrated into our modern
workhorse trade models.

3.2 Geoeconomics

Geopolitical tensions have flared up in recent years. The US-China trade war, Russia’s invasion
of Ukraine, and the recent turmoil in the Middle East are all clear examples of this. These
tensions have had a clear impact on world trade. For instance, US merchandise imports from
China fell by more than 20% in 2023, reverting back to their 2013 levels. More generally, trade
flows between geopolitically aligned countries have grown disproportionately faster than trade
flows between countries belonging to different geopolitical blocs (Gopinath et al., 2024).

The negative impact of geopolitical tensions on trade flows largely reflects changes in policy.
Indeed, recent events have highlighted the importance of national security concerns in shaping
trade policy. Certain goods—particularly in technology and defense—are increasingly seen as
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Figure 7: Dual-use HS6 codes global trade share (2015–2019)
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Source: Alekseev and Lin (2024). Data for dual-use categories are taken from the European Union’s
TARIC dual-use correlation tables. Data on trade flows from 2015 to 2019 are from the CEPII BACI
(HS Rev. 4, 2012) dataset.

critical to national security, leading to restrictions on exports and investment. For instance,
Figure 7, borrowed from the work of Alekseev and Lin (2024), documents a very significant
rise in the percentage of world trade that the European Commission considers to be ‘dual-use
goods’, i.e., items with both civilian and military applications.

It is clear that certain goods, such as nuclear warheads, are key for national security, and
unfettered exports of those goods to geopolitical adversaries is something that governments
should naturally try to restrict. The national security implications of trade in various other
goods is much less clear-cut, however, particularly in a world in which a very significant
percentage of global trade consists of slices of complex global supply chains, in which exporters
may well not have a clear sense of how their goods will be used in foreign markets.

A. Some Waters Are Being Charted

Economists have kept a close eye on recent events and a burgeoning literature is emerging
studying how national security concerns interact with trade policy and global supply chains.
Indeed, the waters of geoeconomics are much more charted today than they were a year ago,
when I first presented the material in this paper. Current events have sparked an interest in
the optimal use of sanctions imposed on foreign countries (Becko, 2024; Itskhoki and Ribakova,
2024), and empirical studies have also sharpened our understanding of how trade flows organize
along geopolitical fault lines (Gopinath et al., 2024; Iyoha et al., 2024; Liu and Yang, 2024;
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Neri-Laine, 2024). On the theoretical front, many researchers have analyzed interesting ways in
which geopolitics and economics interact (Clayton et al., 2023, 2024; Antràs and Padró-i Miquel,
2023; Alekseev and Lin, 2024; Becko and O’Connor, 2024; Broner et al., 2024; Leibovici and
Santacreu, 2023; Traiberman and Rotemberg, 2023), while others have explored the quantitative
interplay between trade, geopolitics and conflict (Couttenier et al., 2023; Kleinman et al.,
2023).19

The purpose of this section is not to overview this growing literature: it is too early to
take stock. Indeed, geopolitical tensions are not expected to disappear any time soon, so
contributions to this literature are likely to grow exponentially in coming years. Instead of an
overview of existing work, below I will offer some broader views on why I am excited about this
research agenda, and why I think that it is likely to have a long half life.

B. What Do Governments Maximize?

The study of trade policy is intimately related to an understanding of what governments
maximize when making policy choices. The useful benchmark of a benevolent social planner,
seeking to maximize national income, has shed light on the role of terms-of-trade considerations
in the optimal design of import tariffs and export taxes (Johnson, 1953). Borrowing from
theories in political economy, economists have sharpened their understanding of trade policy by
positing that politicians are often concerned with aspects other than social welfare, thereby
leading to the implementation of policies that deviate from those that would be set by a
benevolent social planner. For instance, work on the role of lobbying in political processes
(Grossman and Helpman, 1994) has provided an explanation for why export tariffs are rarely
observed in practice, while also delivering precise empirical predictions that have been tested
with variation in import tariffs across sectors (Goldberg and Maggi, 1999). Other economists
have studied the implications of behavioral biases and psychosocial components in shaping
optimal trade policy (Freund and Özden, 2008; Tovar, 2009; Grossman and Helpman, 2021), an
area that I will cover in more detail in the next section.

Recent events demonstrate, however, that national security is a fundamental factor that
shapes policy, and trade policy in particular. Admittedly, this claim is not particularly original,
as it is at the core of the field of International Relations (IR) in political science. It is hard
to understand President Putin’s decision to invade Ukraine or President Biden’s embracing
‘friendshoring’ policies without considering national security concerns.

Still, until recent months, economists had largely ignored the role that national security
plays in the design of policies. How does one incorporate national security into standard models
of policy determination? Some authors incorporate extra terms in the government’s objective

19Earlier theoretical and empirical work on geoconomics includes Hirschman (1945), McLaren (1997),
Skaperdas and Syropoulos (2001), Antràs and Padró-i Miquel (2011), and Berger et al. (2013).
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function, reflecting negative externalities that certain types of trade transactions can exert on a
country’s welfare (e.g., Clayton et al., 2023), while others relate those negative externalities to
exports of certain type of dual-use goods that may enhance the military power of geopolitical
adversaries (Alekseev and Lin, 2024). Nevertheless, current modeling choices are a bit too
reduced form, which limits the ability of existing models to provide sharp predictions to guide
empirical work or policy recommendations. I see a bit of an analogy with the work on the
political-support protectionists motives, which in its reduced form had been around since the
work of Findlay and Wellisz (1982) and Hillman (1982), but that did not spur an active empirical
literature until the microfoundations provided in Grossman and Helpman (1994) delivered a
tighter set of empirical predictions.

C. Some Areas in Need of Future Study

One aspect that I find particularly puzzling (and thus interesting) about the role of national
security in shaping trade policy is that it seems to have both significant state-contingent and
lexicographic characteristics. More specifically, the design of trade policies seems to be largely
orthogonal to geopolitical considerations in times of peace, but geopolitics trumps any other
consideration in times of conflict. For instance, in the current environment, it would appear
that many governments are willing to give up a significant share of the efficiency gains from
trade to redirect trade flows toward geopolitically aligned countries. If governments care so
deeply about national security, why do they not take more active precautionary policies in
times of peace? In a world in which trade structure reacts slowly to geopolitical shocks, this
dichotomy is puzzling.

Another area in need of more work is the study of the interplay between optimal trade policy
and the structure of international political alliances. On the one hand, it is well understood
that trade flows are increasingly shaped by geopolitical alignment, which indicates that trade
policy choices are motivated by more than a ‘us against the world’ view. Still, much of the
recently crafted theoretical work is too reduced form to shed light on how optimal trade policy
should be designed as a function of the structure of geopolitical alliances. On the other hand,
economists often treat these political alliances as fixed, while in reality they are often dynamic,
and potentially shaped by economic factors. Some of the United States’ current geopolitical
foes, such as Cuba or Venezuela, used to have very strong economic ties with the US economy.
At the same time, China has grown to be the main trading partner for many of the United
States’ geopolitical ‘friends’, such as Japan, South Korea, Australia, South Africa, Brazil or
Chile. In a potential decoupling scenario in coming years, will those countries fall in line with
the US in isolating China from the rest of the world economy? Understanding how geopolitical
alliances are formed and how they are shaped by the structure of world trade is a topic of great
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and immediate relevance.

3.3 Behavioral Economics

Behavioral economics has made significant inroads into many areas of economics, but its
application to international trade remains limited. Perhaps this is not entirely surprising given
that trade theories largely focus on supply factors (firm behavior), and the tenet that firms
seek to maximize profits for their shareholders seems to be a pretty good approximation to
reality. This assumption seems particularly justifiable when focusing on the type of large and
sophisticated firms that dominate global trade and multinational activity, as these firms stand
to lose vasts amounts of money if they make systematic mistakes. Trade theories also assume
that consumers are fully rational, and it is not entirely obvious that the type of behavioral
biases that researchers have unveiled in the lab are of first-order importance for understanding
international trade flows. Surely, consumers may favor ‘local’ goods over ‘foreign’ goods, more
so than is justified by their relative quality and prices, but trade models typically capture this
feature by incorporating a home bias term in preferences or by calibrating larger effective trade
costs.

I would not discard that much can be learned from incorporating behavioral biases in the
decisions of global firms or consumers. For instance, in certain static and especially dynamic
models of international trade, the state space explodes very quickly, and modeling managerial
decisions as following simple rules of thumb may prove to be a more realistic representation of
how firms organize production in the world economy.20 Furthermore, studying how rational
firms interact with consumers who make systematic mistakes in evaluating products may well
deliver interesting insights with broad implications for the gains from trade.

Be that as it may, in the remainder of this section I want to put forth the argument that,
even if the field chooses to ignore behavioral biases when considering trade flows and MNE
activity conditional on a policy environment, there is much scope for understanding how trade
policies are shaped by behavioral biases, as individuals’ perceptions of trade are often shaped
by cognitive biases. Trade policies naturally respond to individuals’ perceptions (e.g., through
voting), so they are far from irrelevant for our field. I am of course not the first one to point
this out, but these waters are largely uncharted, except for a small number of exceptions.
For instance, Freund and Özden (2008) and Tovar (2009) both study how loss aversion à la
Kahneman and Tversky (1979) – the observation that individuals place a larger welfare weight
on the loss of a given amount of income than on a gain of the same amount – shapes the
determination of trade policy, leading to a disproportionate amount of protection to be granted

20A recent body of work has explored models of exporting or of GVCs with incomplete or noisy information
(Dickstein and Morales, 2018; Bui et al., 2022). In that work, however, authors maintain the assumption that
agents are rational.
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to declining industries. More recently, Grossman and Helpman (2021) incorporate insights from
social identity theory, to demonstrate that trade-induced changes in inequality can significantly
increase the public demands for protection.

Further work at the intersection of international trade and behavioral economics will be
enhanced by a recent wave of large-scale surveys that have greatly expanded our understanding
of individuals’ perceptions of trade. This work builds on early contributions in the political
science literature (Hiscox, 2006), but it has seen a revival in the economics literature in very
recent years (Chatruc et al., 2021; Stantcheva, 2022; Alfaro et al., 2023). The very large scale
of some of these surveys, together with the design of experiments embedded in them, have
convincingly established that consumers’ perceptions of the gains from trade are vague and
unclear, while their perceptions of potential losses are relatively more salient. Stantcheva (2022)
further finds that concerns about job risks outweigh the perceived benefits of lower consumer
prices in shaping public opinion, with exposure to trade-related losses leading to opposition to
free trade. Broader beliefs about the efficiency benefits of trade coupled with the feasibility
of compensating those negatively affected by it are key predictors of support for free trade.
These results underscore the importance of redistribution policies to maintain public backing for
open trade. Furthermore, individual’s perceptions are not just shaped by self-interest: survey
respondents care about other’s job losses and the extent to which these losers from trade are
compensated.

The field of behavioral economics can offer useful tools for trade economists to gain a deeper
conceptual understanding of how preferences for trade are formed. Why are perceptions of
the gains from trade vague and unclear? Is it a manifestation of a more general economic
illiteracy (e.g., lack of understanding of general equilibrium)? Might it reflect a form of money
illusion à la Shafir et al. (1997) by which inflation masks the trade benefits to consumers
by leading to higher absolute import prices despite their relative decline? Answers to these
questions are key in better allowing economists to convey the benefits of trade to the public.
Similarly, what explains that job losses feature so prominently in people’s negative perceptions
of trade? Is it simply loss aversion à la Kahneman and Tversky (1979)? Or is it perhaps related
to the endowment effect in Thaler (1980)? Or does it perhaps reflect coarse thinking à la
Bordalo et al. (2013) or sparse thinking à la Gabaix (2014)? And how should we interpret the
other-regarding preferences demonstrated in large-scale surveys? Could these other-regarding
preferences pose a challenge for the Hicks-Kaldor compensation criterion, which assumes rational
and self-interested economic agents, and which is the intellectual foundation for many trade
economists’ enthusiastic defense of free trade? I do not have any good answers to these questions,
nor do I think that other trade economists do, so this area strikes me as being of great need for
further navigation.
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3.4 A Confluence of Other Theoretical Uncharted Waters

In focusing my attention on oligopolistic competition, geoeconomics and behavioral economics, I
would not want to convey that these are the only uncharted theoretical waters worth exploring.
I next offer a more succinct overview of three other potentially fruitful areas for future research.

Redistributive Policies and Compensation Mechanisms While other areas of economics
have deeply explored redistributive policies (e.g., welfare and tax systems), international trade
research has focused less on the effectiveness and design of compensation mechanisms for
those adversely affected by trade. How should compensation be optimally carried out in the
absence of lump-sum transfers? Existing empirical evidence indicates that many governments
may currently be relying on extremely inefficient ways to compensate the losers from trade
integration. For instance, Autor et al. (2013) found that many US workers displaced by the
‘China shock’ turned to disability insurance as a form of income replacement, much more so
than they relied on trade assistance programs. This suggests that disability insurance acted
as a de facto safety net for those unable to find new employment. Quantitative trade models
seeking to evaluate the welfare consequences of changes in trade barriers would thus benefit
from a deeper integration of inefficient redistribution policies, which naturally erode some of
the typically estimated welfare gains from trade, as argued by Antràs et al. (2017a).

The Data Economy The rise of the data economy (Baley and Veldkamp, 2025) may require
a significant rethinking of some aspects of international trade theory. Unlike traditional goods or
services, data exhibits unique properties: it is non-rivalrous, easily replicable, and inherently tied
to network externalities. These features pose novel challenges for how we conceptualize its role
in global trade. Data serves both as a critical input to production and as a traded output, and
thus interacts with the concept of comparative advantage in interesting ways. The data economy
also reshapes GVCs, with data-intensive industries leveraging analytics and artificial intelligence
to drive innovation. Traditional trade policy tools, such as tariffs, are ill-suited to address the
barriers that define the data economy, including data localization requirements, cross-border
restrictions, and divergent privacy standards. Moreover, the geopolitical dimensions of the
data economy (e.g., digital sovereignty or cybersecurity) introduce strategic considerations that
clearly intersect with the geoeconomics literature outline in section 3.2. As I will further discuss
in section 4, the growing importance of data and digital trade also raises measurement issues, as
much of the value generated through data remains invisible in trade statistics. Relatedly, digital
platforms play a transformative role in trade by facilitating the exchange of goods, services, and
information across borders, often reducing transaction costs and connecting buyers and sellers at
an unprecedented scale (Chen and Wu, 2021; Carballo et al., 2022). However, their dominance
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in digital markets creates significant competition challenges, as platforms benefit from network
effects, economies of scale, and data aggregation, often leading to market concentration and
oligopolistic behavior that can crucially shape how the gains from trade are distributed across
countries.

Trade and Culture Trade and culture intersect in ways that demand deeper theoretical
exploration. Cultural differences can act as barriers to trade, influencing transaction costs and
preferences, which are often treated as exogenous in traditional models (Melitz, 2008; Melitz and
Toubal, 2014). Trade also induces cultural change, potentially fostering either homogenization or
preserving diversity, and serves as a channel for transmitting values through goods and services
with cultural connotations (Ferreira and Waldfogel, 2013). Some of these ideas are explored in
the interesting theoretical work of Olivier et al. (2008), but much more work on this topic is
warranted. The distinct nature of cultural goods, such as art and film, requires models that
address their non-material value and unique trade implications, including intellectual property
concerns and cultural protectionism. The interplay between cultural diversity, trade policy,
and consumer welfare is another critical area, particularly as trade agreements often feature
cultural exceptions. Migration and diaspora networks, which lower cultural and informational
barriers, also deserve attention for their role in linking culture with trade, as suggested by the
pioneering work of Rauch (1999). Finally, the rise of digital platforms for cultural products,
such as streaming services, introduces new dynamics of cultural diffusion and trade, amplifying
the need for models that integrate cultural preferences into the analysis of global trade patterns.

4 Uncharted Empirical Waters

Given the nature of my training and my work, I am at a bit more at ease speculating about
theoretical avenues for future research than about empirical ones. Nevertheless, the international
trade field, as well as my own research, have become increasingly empirical in nature. With
that in mind, I will next turn to a discussion of uncharted empirical waters for international
trade researchers and practitioners.

My approach will be however a bit distinct from the one I followed in discussing theoretical
matters. I will focus less on topics in which more empirical work is needed, and more on the
ways in which official statistics can be improved to facilitate work in the field, and on potentially
untapped new sources of data. Part of the reason for deviating from the focus on themes in
section 3 is that all six areas I identified as theoretically uncharted in that section would also
greatly benefit from further empirical work, especially after theory provides some guidance on
how to approach them with data. In sum, the material in this section will be a bit less thematic
and arguably more directed to data keepers than to researchers. Still, it is worth stressing
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that academics can (and should) play an active role in advocating for the improvements I will
outline below.

4.1 Modest Improvements to Official Statistics

Let me first outline a series of modest improvements to official statistics. These improvements
would not necessarily open the door for empirical work on new topics, but they would greatly
facilitate work with existing datasets.

Focusing first on customs data, and despite the great improvements in recent years, our
research field would benefit from a more systematic digitization of customs forms. In practice,
researchers have access to fairly standardized datasets, especially when working with product-
level data, but the nature of measurement error induced by the standardization process is not
entirely clear to researchers. In addition, many researchers would greatly benefit from a more
systematic reporting of information of both counterparties in a trade transaction, especially
the industry to which they belong, so as to be able to construct more disaggregate global
input-output tables (more on this below).

As described in section 2, much of the path-breaking theoretical work carried out in the
early 21st century was motivated by access to datasets that merge customs forms with censuses
of economic activity that go beyond narrow manufacturing censuses (Fort, 2023). This merge
is currently available to researchers for some countries, but not for many others. In some
cases, this is due to the lack of cross-agency collaboration within countries, while in other cases
it is probably best explained by a lack of institutional arrangements that would make data
gatekeepers comfortable with the use of this data. The exact same considerations apply to the
merging of customs data with value-added tax (VAT) forms. Such type of combined datasets
are currently available only for a far smaller number of countries (such as Belgium or Chile),
but the vast majority of countries in the world (e.g., all OECD members except the United
States) have a VAT.21 Similarly, a more fluid collaboration across state agencies may facilitate a
more expanded availability of merged customs-employer-employee datasets, which have proven
enormously insightful in studies of the labor market effects of trade and offshoring (Hummels et
al., 2014; Traiberman, 2019).

Finally, closer cross-agency collaborations between customs offices, export promotion agencies,
and industry ministries could facilitate the evaluation of non-tariff policies shaping international
trade, such as export promotion policies. What is the causal impact of large-scale export
promotion or industrial policies on trade and welfare? Although some authors have provided
suggestive evidence of the effects of such policies in some settings (Martincus and Carballo,

21As pointed out by a very helpful referee, in some countries, VAT information is consolidated by the declaring
firm, thereby limiting the use of this data for certain purposes (e.g., when mapping domestic production
networks).
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2010; Atkin et al., 2017; Juhász, 2018; Lane, 2022), there is still much scope for randomized
control trials or the use of quasi-experimental designs to shed further light on this topic.

4.2 More Significant Improvements to Official Statistics: Trade in
Services

Aside from the issues raised above, I believe that most trade researchers would admit being
satisfied with the level at which product-level trade flows are recorded. The six-digit Harmonized
System (HS), which is a globally recognized standard for classifying traded goods, distinguishes
between a few thousands different types of commodities. Furthermore, countries often produce
even more disaggregated classifications, adding two to four additional digits with a further
break up of goods. For instance, my younger daughter’s favorite category is the EU’s eight-digit
HS code 995030041, which covers ‘stuffed toys representing animals or non-human creatures.’

When it comes to trade in services, however, international trade researchers are much less
excited about the nature of the data we currently have access to. There is an obvious reason for
this. Unlike for trade in goods, for trade in services there is no package crossing the customs
border with an internationally recognized commodity code (United Nations, 2010). In practice,
data on trade in services comes primarily from International Transactions Reporting Systems
(ITRS), which are designed by central banks and statistical agencies to monitor and record
cross-border financial and economic transactions, with the ultimate goal of compiling Balance of
Payments (BoP) statistics. Because the purpose of that data collection is largely macroeconomic
in scope, it is perhaps not surprising that data on trade in services is not nearly as disaggregated
as for goods. For instance, the 2010 US Extended Balance of Payments Services Classification
includes services belonging to 12 broad categories, such as ‘Telecommunications, Computer, and
Information Services’, ’Financial Services’, or ‘Other Business Services,’ and then disaggregates
these into around one hundred subcategories. Furthermore, because information on trade in
services is based on the payments associated with them, the origin and destination of a flow
are those of the payer and the recipient, respectively, not necessarily those of the flow’s actual
exporter and importer.

Although some researchers have carried out excellent work with the available data (Ariu,
2016; Ariu et al., 2019; Santacreu, 2023), the sparsity of this data is a serious limitation in our
efforts to understand comparative advantage in service provision and in trying to delineate the
implications of trade in services for the labor market.

At the same time, understanding international trade in services is of paramount importance.
As services account for an increasing share of global trade, it is crucial to develop better tools
for measuring and analyzing the flow of services across borders. Furthermore, certain forms
of service trade (e.g., digital trade, trade in ‘data’) are likely to rise significantly in coming

37



years, so collecting more granular data on these transactions seems of great importance. Finally,
cross-border transactions in ‘royalties and license fees’ are a key aspect of offshore profit-shifting
practices of MNEs (Santacreu, 2023), so governmental agencies should be keen on investing
to improve the quality of that data. Researchers seeking to understand how the geography of
physical production shapes the creation and diffusion of knowledge could also greatly benefit
from having access to more detailed information on these cross-border intellectual property
transactions. In the current digital era, improving the collection of data on service trade appears
both feasible and important.

4.3 Major Improvements to Official Statistics: Cross-Border
Collaboration

Let me next turn to a few more ambitious suggestions, which I think would fundamentally
change the landscape of empirical international trade research. As described in section 2, one
of the most active areas of theoretical research in recent years consists of a reinterpretation of
international trade transactions as being slices of global value chains. From a conceptual point
of view, this indicates that these transactions cannot be studied in isolation, independently of
other slices in those chains. Of course, the international trade field never treats transactions
as being entirely independent from other transactions, but traditional and new trade theories
focus on general equilibrium or industry equilibrium interdependencies. In GVC research, these
interdependencies instead take place at the firm level or at the chain level.

For these reasons, the demand for datasets that provide an accurate portrait of the geography
of GVCs has risen dramatically in recent years. Such increased demand is not coming only from
academia. Calls for increased supply chain resilience after the COVID-19 pandemic, and recent
national security concerns related to the opacity of some GVCs, have increased the demand
by policy makers of information that allows them to monitor the GVC strategies of firms
producing in their economies. Similarly, information on production processes that occur offshore
is an important element in the implementation of carbon border adjustment mechanisms. How
granular is the structure of GVCs and how important is that for shock transmission or for
national security? How far does value added embodied in consumer goods travel on average
and what is the carbon footprint of these sequential flows across countries? These are questions
of great relevance but for which accurate answers require accurate data, which unfortunately
we currently lack.

The monumental efforts that go into the construction of world input-output tables should
be applauded, and these tables have greatly spurred research on GVCs. But their construction
relies on a significant amount of imputation, which makes one treat quantitative analyses based
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on them with a grain of salt (see Antràs and Chor, 2022).22 There are currently a few ongoing
projects using AI and machine learning techniques to construct more disaggregated global
input-output tables based on detailed product-level information trade flows (Karbevska and
Hidalgo, 2023; Fetzer et al., 2024), but only time will tell how accurately these techniques
approximate actual global value chains.

An alternative approach to delineating global value chains, and one that would preserve
the high quality of data currently being used by trade economists, would involve cross-border
agreements that would lead to a global merge of all (or at least a significant share of all)
available customs-level trade transactions, and ideally, also any available data on intranational
firm-to-firm transactions (from value-added tax forms or enterprise surveys). With standardized
product classifications and firm identifiers, merging those cross-border datasets might not be an
insurmountable task.23

Obviously, such an undertaking would raise concerns about the governance of these merged
datasets. International organizations (such as the WTO, the IMF, and the World Bank) could
play a leading role in such an initiative, but this honestly feels a bit hopeless in the current
geopolitical environment. Still, recent concerns about national security may prove to be an eye
opener for many policy makers, so perhaps a silver lining of the current treacherous geopolitical
situation is that it may fuel a more concerted push to make this initiative materialize in
the future. If a more propitious time arises, increased collaboration between academic and
government researchers is likely to raise the odds of such an ambitious project coming to fruition.

4.4 New Data Sources

Leaving aside data collected by government agencies, researchers should continue to use their
ingenuity and (research budgets) to uncover new sources of data that can shed light on aspects
of the global economy. I have reviewed some examples of this toward the end of section 2.4,
when reviewing work that has ‘unshackled’ itself from traditional data sources. I expect to
continue to witness in awe how researchers bring to the field previously untapped resources.

Exploiting new sources of data may be particularly relevant for the area of research I am
most familiar with, seeking to provide a more accurate and granular map of global value chains.
A number of recent papers have shed light on the global geography of production relying on the
WorldBase dataset of Dun and Bradstreet (D&B), an establishment-level database covering
public and private companies in more than 100 countries. This data, however, has its limitation,
most notably it only has basic operational data for a subset of companies in the sample, and it

22As I jokingly tell my students, world input-output tables are a bit like sausages: tasty, but you don’t want
to know how they are made.

23The EU Regulation number 2019/2152 on European business statistics constitutes a step in this direction,
acknowledging the necessity of harmonizing and exchanging micro-data within the European Union.
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contains no information on the transactions carried out by these firms (not even aggregated at
the destination or source market level).

Given the current buzz about big data and the demand for information on global value
chains from both the private sector and government agencies, it is not surprising that some
private companies are investing in collecting such data, with the goal of making it available to
users for a fee. An example is Altana.ai, which relies on a federated learning architecture (i.e., a
decentralized machine learning framework that allows multiple entities to collaboratively train
a shared machine learning model while keeping their data local and private) to construct a
global network of supply chains across the public and private sectors. I expect that researchers
and government agencies will be using more and more of these novel ‘non-official’ datasets in
future years. This will obviously continue to raise concerns about data quality, sample selection,
and perhaps cost, but I am hopeful that these data-collecting private companies will prove to
be a game changer for our field.

5 Uncharted Policy Waters

In the recent intellectual history of the international trade field, theoretical research has tended
to lag empirical research by a few years, and research on policy aspects has tended to lag
theoretical research also by a few years. For the case of New Trade Theory, empirical studies
in the 1960s and 1970s (e.g., Grubel and Lloyd, 1971) were fundamental in motivating the
theoretical work in the late 1970s and early 1980s, which in turn lead to a wave of work on
strategic trade policy in the mid and late 1980s (see Helpman and Krugman, 1989, for an
overview). More recently, the advent of firm-level approaches to trade participation followed
a similar trajectory, starting with empirical work in the mid and late 1990s, theoretical work
in the early 2000s, and work on trade policy and firm heterogeneity starting in the late 2000s
(e.g., Demidova and Rodríguez-Clare, 2009).

If recent history provides any guidance, the type of new theoretical and empirical
developments that I have outlined in previous sections, if brought to fruition, should lay the
groundwork for future work on international trade policy. How should a country manage the
participation of its agents in GVCs in the face of geopolitical risks? How should governments
reign on the market power of the superstar lead firms managing GVCs? Should countries
subsidize firms that feature high degrees of diversification in their sourcing strategies or tax
those that feature low levels of diversification? What is the optimal design of Trade
Adjustment Assistance (TAA) programs? Should we actually have TAA programs in addition
to standard unemployment benefits? How should one design industrial policies or carbon
border adjustment mechanisms so they stand the highest chance of succeeding? These are just
a few questions which can be (and, in some cases, have been) partly answered with available
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models, methods, and data, but for which research in coming years is likely to produce novel
insights for policy makers.

Rather than providing speculative answers to these questions, I want to conclude with some
thoughts on a broader topic, which relates to how artificial intelligence, big data and machine
learning might impact the design of policies, and of trade and industrial policies more narrowly.
Some argue that big data and computational power may permit a more ‘surgical’ approach
to policy allowing governments to design more targeted and effective policies. Consider the
following quote from Jack Ma, founder of Alibaba (cited in Boettke and Candela, 2023):

“Over the past 100 years, we have come to believe that the market economy
is the best system, but in my opinion, there will be a significant change in the
next three decades, and the planned economy will become increasingly big. Why?
Because with access to all kinds of data, we may be able to find the invisible hand
of the market. [...] In the era of big data, the abilities of human beings in obtaining
and processing data are greater than you can imagine. With the help of artificial
intelligence or multiple intelligence, our perception of the world will be elevated to
a new level. As such, big data will make the market smarter and make it possible
to plan and predict market forces so as to allow us to finally achieve a planned
economy.”

The implication of Jack Ma’s quote is that ‘market socialism’ à la Oskar Lange (Lange,
1936, 1937) is more feasible today with our current access to AI than in Lange’s times. I
am much less optimistic than Ma is about AI allowing governments to efficiently replace the
market mechanism. Conceptually, Hayek already demonstrated eighty years ago that the pitfalls
of market socialism were unrelated to computing power; instead, socialism cannot efficiently
allocate resources due to the absence of market-driven price signals (Hayek, 1945). In other
words, AI does not eliminate Hayek’s ‘knowledge problem.’ On the empirical front, my sense
is that big data and machine learning may greatly improve the accuracy of forecasts, but
when it comes to causal inference, I am less sure that big data will serve as a replacement for
experimental and quasi-experimental approaches to teasing out how specific policies exactly
shape the workings of the global economy. In any case, it seems safe to expect that AI and
big data will alter the pros and cons of government intervention in certain economic spheres,
including in areas related to international trade.

6 Conclusion

While defending his mathematical approach to general equilibrium theory in the Journal of
Political Economy, Vilfredo Pareto (1897) stated:
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“Is it not a most remarkable fact that a system of equations should thus be
able to express not only the general character of economic phenomena, but every
single detail as far as we may have any knowledge of them. The entire body of
economic theory is henceforth bound together in this way and knitted into an integral
whole. If our equations are constructed each for a homogeneous group, and groups
are considered, we get [...] an effectively complete theory of international trade,
together with an adequate scientific interpretation of the theory of comparative
cost.” (Vilfredo Pareto, Journal of Political Economy, 1897)

It is hard to overstate the importance of Pareto’s mathematical approach to general
equilibrium for the development of economics, but one hundred and twenty-eight years later,
his claimed of having achieved an “effectively complete theory of international trade” capturing
“every single detail” does not seem particularly prescient. I think most economists understand
that economics is both a relatively young and a relatively complex type of science, so there is
little presumption that the type of economic models that are in vogue today will continue to
reign dominant in the near future. We economists can only hope that, by contributing to a
growing body of knowledge, we will facilitate the work of future generations, who will probably
have better tools to help policy makers address the key economic problems faced by society.

Putting this in terms of the metaphor that I have used throughout this article, the seas of
international trade research are unbounded, and there will always remain uncharted waters to
explore. Navigational maps may serve the useful role of indicating safe passages to uncharted
waters, but a large availability of these maps should not deceive young sailors into thinking
that all seas have been charted. There are many hidden treasures to uncover.
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