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1 Introduction

When World War II ended, government spending collapsed, demand shifted across sectors,

and millions of individuals left their wartime jobs for other pursuits. Government purchases,

which had been almost half of GDP at the peak of the war, fell by 70 percent within a year.

13 million members of the armed forces were discharged back to civilian life and consumer-

focused industries that had converted to war production were seeking to reconvert. Modern

macro models that emphasize aggregate demand and labor market frictions predict that

those events would have led to a significant rise in the unemployment rate —but that did

not happen. After hitting a low of 1 percent in the first half of 1945, the unemployment

rate rose to a peak of 4.2 percent in spring 1946 and hovered just below 4 percent for several

years until the 1949 recession pushed it to almost 8 percent.

This paper studies why the upheaval to U.S. labor markets at the end of WWII resulted

in only a small increase in the unemployment rate. It uses aggregate data, sectoral data,

government surveys, and a new longitudinal dataset on thousands of individuals from 1940

to early 1950 to understand how the U.S. economy was able to reallocate workers so quickly.

It also explores the macro factors that led to robust job creation despite the significant fall

in government spending stimulus.

The paper begins by describing the behavior of some key macroeconomic variables of the

period in Section 2 and the new data in Section 3. In Section 4, we examine the dramatic

movements in labor force participation as a potential explanation for the minimal rise in the

unemployment. To understand which groups left the labor force, we use detailed data by age

and sex from the Census Bureau’s Current Population Reports and find that young adults

display the largest drops in labor force participation after the war. Using information from

additional surveys, we find that many veterans took extended vacations after their discharge

and many enrolled in school. These two reasons for temporary labor force withdrawal explain

all the labor force participation decline of men. For women, several large surveys that ask

individuals why they left the labor force reveal that women between the ages of 20 and 44

were more likely “pulled” out of the labor force by home production rather than “pushed”
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out by returning male veterans.

The dramatic movements in labor force participation rates make them a prime suspect

for the breakdown in Okun’s Law. Okun’s Law predicts that the 24 percent decline in real

GDP should have been accompanied by a 12 percentage point rise in the unemployment

rate instead of the actual 3 percentage point rise. In Section 5, we first demonstrate the

deviations during the 1940s and the COVID period. We then use a production function-

based methodology to decompose the changes in Okun’s law into changes in the underlying

correlations of key variables with unemployment changes. We find that large movements in

labor force participation rates at the start and end of the war were an important source of

the breakdown in Okun’s law in the 1940s, but that changes in hours per worker and labor

productivity were almost as important.

Even with the labor force movements, one might still wonder how workers could be

allocated so quickly and efficiently during reconversion. In Section 6, we begin by showing a

large rate of aggregate labor turnover during the war and after, with substantial reallocation

across industries and occupations. To delve more deeply, we turn to our new longitudinal

data set based on the Palmer data, which allows us to follow thousands of individuals month

by month from the 1940s through 1950, to see how they made the transitions. Like the

aggregate data, our dataset shows a large bulge in the separation rate from August 1945

through early 1946. We find that the employer-to-employer movements are the dominant

part of gross flows after job separation. Flows from employment to out of the labor force are

much smaller and flows to unemployment are even smaller. Distinguishing by whether the

separation was from a civilian job or a military discharge, we find that employer-to-employer

movements dwarf the other gross flows for civilian workers. For military discharges, armed

forces-to-civilian employer movements are the most important, but movements out of the

labor force are still sizeable.

An interesting question is whether the labor reallocation involved climbing or dropping

down the career ladder. In Section 7, we study the occupational mobility of workers from

before their end-of-war separation or discharge and compare it to afterwards. We find that
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when soldiers came back from the war, they quickly returned to where they left off in the

career ladder (even though most of them changed their employer) and thereafter climbed the

ladder steadily. On the other hand, those who were laid off from civilian jobs at the end of

the war experienced a significant step down in the occupation ladder, which is qualitatively

similar to the one found in the displacement literature using post-war data, e.g., Jacobson

et al. (1993), and Davis and von Wachter (2011). But quantitatively speaking, its magni-

tude and persistence are much less dramatic. The overall pattern is thus in line with the

interpretation that their occupation standing was temporarily boosted during the war and

dropped to the level consistent with the peacetime economy.

The high rate of transition between jobs was only possible because new jobs were being

created. Thus, in Section 8 we turn to the question of what factors led to abundant job

creation at the end of the war. Numerous contemporary economists, forecasters, and pol-

icymakers worried that the economy would fall back into depression once the massive war

stimulus evaporated. In contradiction to those predictions, the economy boomed as private

demand for goods and services filled the gap. We discuss possible macroeconomic factors that

could have accounted for the burst in private demand, including pent-up demand accompa-

nied by accumulation of financial assets during the war and the Federal Reserve’s low interest

rate policy. We focus on the pent-up demand story and analyze it rigorously in a modern

dynamic general equilibrium model. We demonstrate using a simple dynamic neoclassical

model that one does not need the financial factors or Keynesian amplification to explain the

burst in demand. In our story, WWII sowed the seeds of the post-war boom. Specifically,

war spending crowded out investment in private capital stocks (including consumer durable

goods) during the war, resulting in capital stocks at the end of the war that were substan-

tially below their steady-state values. When government purchases fell at the end of the war,

it freed up production capacity and basic market forces caused private investment to surge

in order to bring capital stocks up to the balanced growth path.
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Figure 1: Real Government Spending and Real GDP During WWII
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Notes: Both series are divided by potential GDP. Vertical red lines show start and end of WWII. Data
from Ramey and Zubairy (2018)

2 Backdrop of the Period

The U.S. economy of the 1940s was exceptional both because churning and sectoral realloca-

tion were unusually high and because it ushered in changes in labor markets that persisted

for decades. Figure 1 shows the behavior of real government spending and real GDP during

WWII, expressed as the values relative to potential GDP. As noted in the introduction, real

government spending rose at the start of WWII and then fell quickly after its end. Real

GDP fell by 24 percent, but remained significantly higher than the pre-war period, even after

adjusting for the growth in potential GDP.

The left panel of Figure 2 shows the unemployment rate. When the war ended, the

unemployment rate rose by three percentage points to its peacetime natural rate rather than

spiking up as was widely expected at the time. Okun’s Law implies that the 24 percent

decline in GDP should have led the unemployment rate to rise by 12 percentage points

instead of the actual three percentage points.

The right panel of Figure 2 shows that the vacancy rate rose significantly during WWII

and declined at the end of the war, though it remained higher than its pre-war level. This

is notable since in the post-war period such large declines in the vacancy rate have always
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Figure 2: Monthly Unemployment Rate and Vacancy Rate

(a) Unemployment Rate
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Notes: Left panel: Seasonally adjusted civilian unemployment rates, based on data from the NBER
Macro history database and Census Bureau’s Current Population Reports. The higher rate classifies
emergency workers as unemployed, the lower, as employed. The vacancy rate is seasonally adjusted
rate and is based on data from Zagorsky (1998).

been accompanied by similarly large increases in joblessness. A better understanding of this

episode may provide important insights into the current labor market debate on whether job

vacancies, which have recently been elevated, can fall without inducing a large increase in

the unemployment rate even if the economy slows down. 1

Figure 3 shows turnover rates in manufacturing. Gross flows rose significantly during the

war, with both accession and separation rates rising to unprecedented levels. They fell only

gradually at the end of the war. The end of the war in August 1945 resulted in a dramatic

spike in the layoff rate. During the war, the quit rate increased dramatically and then fell

gradually but substantially after the war.

3 Data Sources

Our analysis uses a variety of data sources to uncover the factors behind the small rise in the

unemployment rate. The main data source is a new longitudinal version of the Palmer data.

1See Blanchard et al. (2022) and Figura and Waller (2022) on this debate.
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Figure 3: Manufacturing Labor Turnover Rates
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Notes: The series are seasonally adjusted version of variables from the BLS, downloaded from the
NBER Macro History Database.

However, because these data are not nationally representative, we augment our analysis with

other data sources to paint a more complete picture.

3.1 The Palmer Data

In January and February 1951, Gladys Palmer of the University of Pennsylvania, in con-

junction with the Census Bureau, conducted a survey of individuals in six cities: Philadel-

phia, New Haven, St. Paul, Chicago, San Francisco and Los Angeles (Palmer and Brainerd

(1954)).2 In the first interview, limited information was gathered for all members of each

sample household. The original sample was representative for the six cities (not including

the greater metropolitan area). A second interview gathered detailed work history data for

13,555 individuals who were ages 25 and over at the time of the interview and who had

worked at least one month in 1950.

A number of economists and sociologists analyzed the data in the 1950s through the

2The study was designed in conjunction with the research labs of seven major universities (UChicago, the
University of Pennsylvania, UCLA, Berkeley, Minnesota, Yale, and MIT) to ensure accuracy of the collected
data. The six cities the survey was conducted in were themselves chosen in part because of the location of
these prominent research labs.
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1970s but it was forgotten until Claudia Goldin rediscovered some of the original records

and arranged for them to be archived. Goldin (1991) digitized and analyzed some of the

information on women from the front of the transcription cards and Collins (2000) did the

same for many of the men. The front-of-the-card information they used includes background

demographics, detail about current, first, and longest employment, as well as snapshots of

a couple points in time during the 1940s. However, during our visit to the archives, we

discovered additional information on the back of the transcription cards. The back-of-card

information contains spells that detail the entire labor market history for each individual,

at least from 1940 and often before. Each spell contains data on the start date (month

and year), end date (month and year), and reason for leaving that spell. Employed spells

provide the 3-digit occupation and industry codes, employer name, job title, and employment

location (city and state). Non-employed spells specify the activity, e.g., looking for work,

keeping house, retired, etc. Using these spell data, we created a consistent monthly panel

on labor market status, occupational standing, and geographic mobility from January 1940

to January 1951 period.

Of the 13,555 individuals interviewed for the Palmer sample, we have front-of-card infor-

mation for 12,341 and back-of-card information on spells for 7,207. Table 1 summarizes the

availability of the information by city. Our main analysis uses the back-of-the-card informa-

tion and thus is mostly based on the individuals residing in Los Angeles, New Haven, and

Philadelphia as of early 1951.

There are a few obvious limitations to our dataset. The first is that the surveyers’

sample selection rule required that individuals work at least one month in 1950. As a result,

individuals in our sample are more likely to be “attached” to the labor market. Moreover,

the dataset does not capture women who were drawn into the labor force during WWII and

later become housewives after the war. Second, the labor market spells in our dataset are

all based on recalls, going back as far as 11 years before. Nevertheless, we expect “flashbulb

memory” effects to make recall more reliable than usual, at least for the turbulent years

surrounding WWII. Third, since it is a longitudinal data, the age composition changes over
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Table 1: Availability of the Palmer Data

City Sex
Original Front Front % Back Back %
Sample Available of Original Available of original

Chicago Men 1,679 1,253 74.6 0 0
Women 826 768 93.0 768 93.0

Los Angeles Men 1,330 1,261 94.8 1,261 94.8
Women 671 639 95.2 639 95.2

New Haven Men 1,597 1,510 94.6 1,509 94.5
Women 776 711 91.6 711 91.6

Philadelphia Men 1,591 1,495 94.0 1,495 94.0
Women 688 640 93.0 640 93.0

San Francisco Men 1,457 1,302 89.4 184 12.6
Women 808 726 89.9 0 0.0

St. Paul Men 1,500 1,437 95.8 0 0.0
Women 632 599 94.8 0 0.0

time. Because age is an important characteristic that is correlated with various labor market

outcomes, the tabulated results over time are affected by this feature. Fortunately, various

U.S. government agencies conducted many rich surveys in the 1940s and thus we augment

our analysis with these additional pieces of evidence.

To determine the representativeness of our sample, we first compare it with the 1% 1950

Census data.3 Table 2 compares major observable characteristics of our panel sample with

those in four different samples within the 1950 Census data: (i) total U.S. population, (ii)

residents of the six cities, (iii) total U.S. population that worked in the previous year, (iv)

residents of the six cities who worked as of January 1950. As noted above, the interviews

for the Palmer surveys are conduced only for those who worked one month or more in 1950.

Thus, the last sample within the Census data is the most comparable one to our dataset.

Comparison within the Census data between overall US population and those who resided

in the six cities shows that the effects of the selection due to restricting the sample to the

six cities are relatively small, although the share of immigrants (those who are born outside

3While complete county 1950 Census data has just been made available this year, we use weights provided
by IPUMS (PERWT) to weigh the observables in the 1% 1950 Census so that data is representative of the
1950 U.S. population. The data were pulled from IPUMS USA (Ruggles et al. (2024))
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Table 2: Comparison between Palmer Panel and 1950 Census

Palmer
1950 Census

Panel U.S. Six Cities
U.S., Six Cities,

Worked Worked

Male (%) 61.73 49.26 48.35 66.91 62.66
Mean Age (years) 41.92 40.39 41.36 40.20 41.13
Married (%) 70.11 65.34 61.47 61.76 55.20
Foreign born (%) 17.29 11.52 20.23 10.10 18.23
Graduated High School (%) 38.93 12.92 16.10 41.20 46.47
Median income: employed (1950 $) 2,400 1,950 2,350 2,050 2,450
World War 2 Veteran (%) 19.34 4.59 5.39 20.13 20.31
Median weeks worked 48 52 52 52 52
Median weeks unemployed 0 14 14 14 14
Race
White 87.33 90.17 86.68 89.82 86.70
Black 11.53 9.41 12.10 9.71 11.67
Other 1.14 0.43 1.22 0.46 1.63

Labor Force Status

Employed 93.17 51.85 54.82 85.01 86.28
Unemployed 2.26 2.10 3.25 3.20 4.79
Not in labor force 4.51 46.04 41.93 11.80 8.93

the U.S.) is much higher in those cities, those who reside in those cities earn more, and are

somewhat more educated (the share of those who graduated high school), all of which are not

surprising. Restricting the sample to those who worked makes more significant differences in

average characteristics. Beyond its direct consequence on the composition of population by

labor force status, this selection substantially increases the share of males and the education

level. However, the comparison between the characteristics of our Palmer dataset and those

in the six-city Census sample with a requirement of “employed in the previous year” makes

it clear that our Palmer dataset does not suffer from peculiar issues that keep us from using

the data for our research question.

In addition to the cross sectional characteristics, we can also examine basic time series

properties of our data with respect to the the official labor market series compiled by the

Census.4 Figure 4 plots the overall unemployment rate and the labor force participation

4The U.S. Census published monthly labor force statistics in the Current Population Reports, which were
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Figure 4: Labor Force Data in the Palmer Data
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Source: Palmer data.

rate in our data.5 Relative to the official series plotted before, the unemployment rate in

the Palmer data has a lower level. This is again due to the sample selection that required

having a job in 1950. Nevertheless, the time series pattern is overall similar. Especially, the

unemployment rate dropped steadily in the first half of the 1940s, reaching a very low level

in early 1945. From there on, it increased sharply but did so for a brief period. It peaked

already at the beginning of 1946 and settled at a relatively low level. The selection issue in

the Palmer data has even larger impacts on the labor force participation rate. The overall

level is much higher than the official series and it converges to 100 percent toward the end

of the sample. However, the Palmer data retains the key aspect that the participation rate

dropped sharply after WWII although the decline is much larger in the BLS series.

Lastly, another obvious aspect we would like to capture is the entry into and exit from

the armed forces. Figure 5(a) compares the share of military employment in our Palmer data

and to the share from the Current Population Reports. We can see the military employment

share in our dataset closely tracks the Census series. In Panel (b), we plot the number

of monthly military discharges constructed in our Palmer panel against estimates based on

veteran series available in the Current Population Reports.6 Apart from the obvious level

the precursor to the Current Population Survey (CPS) later conducted by the BLS.
5Note that as mentioned above, both measures count military toward the labor force.
6Our military discharge series uses the “reason for leaving” code as explained in the next section.
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Figure 5: Share of Military and Discharges

(a) Share of Military Personnel in Total Employment (b) Discharges

Source: Palmer data; estimates based on Current Population Reports data.

differences, our series tracks very closely the officially tabulated series.

Thus, the Palmer data matches the other data sources well for some series. However, for

other series, the sample selection in the Palmer data set make the series less representative.

For this reason, we also draw on supplemental data sources.

3.2 Supplemental Government Data

In order to insure that we do not draw conclusions from too specific a sample, we also exploit

as many other data sources as possible. We already drew on decennial Census data in the

last section to compare to the Palmer data. We also use several types of data collected by

the U.S. government during the 1940s and early 1950s. First, we draw from the numerous

special surveys conducted on the outcomes of workers after the end of the war, the experi-

ences of veterans, and the experiences of women. Second, we heavily use the government’s

regular surveys of the time, such as the Current Population Reports (CPR), which contain

rich labor market data for individuals. Third, we use detailed industry data on hiring, lay-

offs, quits for manufacturing, as well as sectoral employment data and vacancy rates for the

overall economy. With all these data to augment the Palmer data, we can construct a more

complete picture of the state of the labor market.
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In each of the next sections, we examine the various forces that might explain why the

rise in the unemployment rate was so small. We begin in Section 4 with the role of the

dramatic movements in the labor force participation rate. Most of the this analysis relies

on the government data sources. Section 5 studies how much of the breakdown in Okun’s

law can be accounted for by movements in labor force participation rates were important.

Section 6 exploits the richness of our Palmer longitudinal data set to study monthly flows of

workers across labor market states and across industries. Section 7 studies the occupational

mobility of workers as they flow across jobs and industries. Section 8 presents macro factors

that can explain why job creation was so strong at the end of the war.

4 The Role of Labor Force Participation

The movements in the labor force participation rate during the 1940s were the most dramatic

since labor force statistics have been collected. The left panel of Figure 6 shows that the

overall participation rate (including the armed forces) rose eight percentage points from 1940

to a peak in early 1945.

The likely sources of the increase are well known. First, conscription, instituted in

September 1940, drove a rise in the number in the armed forces to a peak of over 12 million

in 1945, which was equal to 12.5 percent of the population ages 14 and above. Second,

nonpecuniary factors such as patriotism may have led to part of the rise in labor force par-

ticipation (e.g. Mulligan (1998)). Third, standard neoclassical theory predicts that the huge

increase in government spending should have created a negative wealth effect that raised la-

bor supply. McGrattan and Ohanian (2010) use a quantitative dynamic neoclassical model

that abstracts from the price controls and other government market interventions to argue

that pecuniary forces can explain the bulk of the increase in hours worked.

As the war wound down, most of the military personnel were discharged from the armed

forces and the patriotism motive was no longer relevant. As the left panel of Figure 6 shows,

the labor force participation rate began to decline quickly as the war in Europe came to an
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Figure 6: Labor Force Participation Rates
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end in spring 1945 and the pace accelerated after the war in the Pacific ended in August

1945. By early 1946, the participation rate had already fallen to one percentage point above

its pre-war value. The result was a 10 percent shrinkage of the total labor force from the

peak in early 1945 to early 1946. Thus, withdrawals from the labor force were likely an

important factor in the small rise in the unemployment rate immediately after the war.

The end of conscription and patriotic motives naturally reversed most of the labor force

participation rate increase during the war, but the question remains which types of workers

withdrew from the labor force and why they did so.

The right panel of Figure 6 decomposes participation rates by sex. The graph shows that

while the male participation rate settled close to its pre-war average, the female participa-

tion rate remained elevated at three percentage points above its 1940 average. We analyze

heterogeneity in withdrawal rates, first for males and then for females.

4.1 Male Labor Force Participation

The undershooting of the male labor force participation rate in early 1946 is well-explained

by the behavior of veterans. The number of veterans in the population rose from 2.5 million

on VJ-Day (August 1945) to 8.6 million by January 1946, and 13 million a year later (BLS
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Figure 7: Veteran Labor Market Status
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(1946b)). Figure 7 shows the labor force participation rate, employment-to-population ratio,

unemployment rate, and percent of population in school for veterans. As the upper left panel

shows, the labor force participation rate of returning veterans was only 75 percent in January

1946. In fact, as of January 1946, almost 20 percent of the veterans reported that they were

taking vacations before entering the civilian labor force (BLS (1946a)). The timing of the

end of the war probably amplified the preference for vacation: the U.S. government strove

to discharge veterans as quickly as possible so that many could be home for the Christmas
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Table 3: Civilian Labor Force Participation Rates by Sex and Age (%)

March March March March
1940 1945 1946 1947

Male
14−19 38 54 38 43
20−24 90 94 74 81
25−44 98 98 94 97
45−64 92 95 93 93
65+ 45 52 48 47

Female
14−19 20 39 28 26
20−24 48 55 47 45
25−44 33 40 34 32
45−64 22 32 27 28
65+ 7 10 8 8

Note: Computed from the Current Population Reports, Series P-50, no. 2.

holidays or at least soon after.

For the veterans who had joined the labor force, the unemployment rate was around 14

percent for the first few months of 1946 but quickly declined to 6 to 7 percent by the end

of 1946. In late summer/fall 1946, the school enrollment rate of veterans surged to almost 9

percent, likely aided by the GI bill. We discuss school enrollment in more detail below.

Next consider the behavior of civilian labor force participation rates (LFPR) by sex and

age. Table 3 shows these rates for March 1940 vs. March 1945, 1946, and 1947. We compare

the March values both because that is the only monthly value available in 1940 and because

the data exhibit substantial seasonality. Fortunately, the March 1940 and March 1945 dates

are ideal comparisons since March 1940 was several months before the Selective Service Act

was passed and March 1945 was around the peak of total labor force participation.

The LFPR of both male teens and males ages 45-64 quickly returned to their 1940 values

by March 1946. The rates of those ages 25-44 recovered mostly by March 1946 and completely

by March 1947. In contrast, the rates for those ages 20-24 were 16 percentage points below

their 1940 values in March 1946 and recovered only partially by March 1947.

A key question is to what extent the 1944 Servicemen’s Readjustment Act (GI Bill)
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Table 4: School Enrollment Rates by Sex and Age Groups (%)

April 1940 October 1946

In school
In school

In school
In school

not in LF not in LF

Male
Ages 14-19 64 59 69 54
Ages 20-24 8 7 22 18

Female
Ages 14-19 62 60 58 51
Ages 20-24 5 4 3 3

Note: Computed from the Current Population Reports, Series P-50, no. 2, Table 1 and no. 14,
Table 1.

depressed labor force participation rates. Table 4 shows the percent of each of the younger

age groups enrolled in school as well as the percent enrolled in school and not in the labor

force for April 1940 and October 1946. The school enrollment rate of males ages 20-24 rose

from 8 percent in spring 1940 to 22 percent in fall 1946. Moreover, 91 percent were veterans

(not shown in the table). The school enrollment numbers help explain the slow recovery of

male labor force participation among those ages 20-24 — the percent of male 20-24 year-

olds in school and not employed rose from 7 percent in spring 1940 to 18 percent in fall

1946, which more than explains the LFPR difference between March 1940 and March 1947

in Table 3. In contrast, one does not see a rise in the school enrollment rates for females.

Lennon (2021) shows that female veterans did increase their education as a result of the GI

Bill. However, there were only around 330,000 female veterans in contrast to 13 million male

veterans, so the effects on female school enrollment rates are necessarily small.

In sum, the GI Bill was likely an important factor in the temporary withdrawal of young

men from the labor force.

4.2 Female Labor Force Participation

The behavior of the female labor force participation rate after the war has received consid-

erably more attention in the literature, including work by Goldin (1991), Acemoglu et al.
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(2004), Fernández et al. (2004), Goldin and Olivetti (2013), Jaworski (2014), Doepke et al.

(2015), Shatnawi and Fishback (2018), and Rose (2018). As the earlier Figure 6 showed,

female labor force participation rates fell from their peaks to levels that were three percent-

age points above the 1940 average. Much of the literature has documented the surprisingly

small effect of the WWII experience on post-war female labor force participation (e.g. Goldin

(1991), Rose (2018)).

One important strand of the literature argues that the effects of the WWII experience

on female labor supply were small because women were “pushed” out of the labor force by

returning veterans and other male workers at the end of the war. For example, Tobias and

Anderson (1974) countered the prevailing view at the time that women gladly gave up riveting

to return to being middle-class housewives after the war. They argued instead that women

were displaced from their jobs, due to “veterans’ preference” rules as well as a conspiracy

between management and unions to give preference to males over females in retentions and

new hires. Kossoudj and Dresser (1992a,b) used employee data for 314 women who worked

at one of Ford Motor Company’s four Detroit factories during the war. They found that

a significant percent of the women were laid off in 1945 and concluded that women would

have liked to continue working. Rose (2018) also presents evidence in favor the displacement

hypothesis. In the penultimate section of his paper, Rose (2018) shows that the fraction

of U.S. Employment Service (USES) placements of women declined in spring 1945 and fall

1946 and did so more in industries with the largest overall job losses. He also quotes from

various documents about women being “bumped” by returning veterans. Finally, he shows

that women were a significant fraction of recipients of unemployment compensation.

These pieces of evidence are not dispositive, though. First, in a number of cases, the

authors do not directly compare the outcomes of females to the outcomes of males, so they

do not rule out the possibility that both groups may have been affected by the upheaval

at the end of the war. Second, the focus of the evidence on individuals employed in war

industries does not give the full picture. We now present a more complete picture that

questions the revisionist view that female workers were pushed out of the labor force.
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Consider first the following results from two other surveys. First, according to the

Women’s Bureau’s (1944) March 1944 survey of employed women, only 16 percent were

employed in industries exclusively dedicated to war production (Table 7). Second, the BLS

surveyed both war and nonwar workers by sex at two points in time during the first phase

of reconversion (BLS (1946c)), first in spring 1945 and then in winter 1945-46. Table 5 sum-

marizes a few of the results from that survey. As the table shows, while only half as many

women as men in war work in spring 1945 were still employed in winter 1945-46, over 90

percent of both men and women employed in nonwar industries were still employed in winter

1945-46. Moreover, the remaining rows of the table offer some interesting comparisons of

earnings. Among the individuals who had been employed in 1941, women’s earnings were

just over half of men’s earnings. However, as the next rows show, the percentage rise in

wages from 1941 to 1945 was much higher for war workers than nonwar workers and much

higher for women than men. By winter 1945-46, there was no difference across the worker

categories in earnings relative to 1941 and women retained a higher percent of their rise in

earnings relative to 1941.

These patterns are consistent with Shatnawi and Fishback’s (2018) estimates. Using de-

tailed data on Pennsylvania industries, they document rises in both earnings and employment

of female workers post-war relative to pre-war. By calibrating elasticities of labor demand

and supply curves, they are able to decompose the movements in earnings and employment

into supply and demand shifts. They find evidence that the demand for female labor was

higher after the war than before the war.

There is also a potential issue with the interpretation of evidence offered with regard

to USES placements and quits versus layoffs. Rose’s (2018) finding of a decline in the

fraction of USES placements of women is also consistent with the traditional view of women

withdrawing from the labor force by choice. With respect to quits versus layoffs, those

who quit to leave the labor force were ineligible for unemployment compensation (US Office

of War Mobilization and Reconversion (1945), p. 13). Thus, one can imagine different

incentives for workers according to whether they intended to remain in the labor market.
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Table 5: Outcomes for Former War and Nonwar Workers by Sex

War Workers Nonwar Workers
Men Women Men Women

% employed Winter 1945-46 74 34 93 91
Average weekly earnings in 1941 $38.15 $21.65 $46.65 $23.95
% earnings increase relative to 1941

Spring 1945 80 148 36 70
Winter 1945-46 25 59 26 58

Note: Statistics computed from Table 1 of BLS (1946c). War industries are aircraft, ordnance, and ship-
building; nonwar industries are other manufacturing industries. The industry designation is based on the
worker’s industry in Spring 1945.

Consider the dominant strategies for two types of workers: workers who intend to remain

in the labor market (“stayers”) and workers who intend to leave the labor market at the

end of the war (“leavers”). Stayers who anticipate the end of the war and layoffs are more

likely to conduct on-the-job search for a new civilian industry job and to quit their current

job if an offer appears. In contrast, leavers are more likely to wait until they are laid off so

that they can receive unemployment compensation. Thus, if women were planning to leave

the labor market, they would not have been conducting on-the-job search and would have

instead waited to be laid off.

Nevertheless, the fact remains that female labor force participation fell significantly com-

pared to the war years. We offer several new pieces of evidence that women were more likely

“pulled” out of the labor force rather than “pushed” out, i.e. that non-market forces may

have been more important than labor market factors in the decline in labor supply. First,

female unemployment rates were slightly lower than men’s unemployment rates. Figure 8

shows the unemployment rates for men and women. Male unemployment rates rose to 5

percent whereas female unemployment rates varied between 3 and 4 percent. It seems un-

likely that female workers would become discouraged by the state of their labor market and

decide to exit.

But why did female LFPR fall so far, then? The first clue comes from the previous

table showing LFPR by age, Table 3. Note that the LFPR for females ages 20-24 and 25-44

reverted to their 1940 levels by March 1946. In contrast, LFPRs for teens and females 45-64
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Figure 8: Male vs. Female Unemployment Rates
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fell only halfway back to their 1940s levels. The women who were more likely to withdraw

from the market, those ages 20 to 44, were in their prime childbearing and childrearing years

so the opportunity cost of staying in the labor market was likely higher for them. In fact,

the rate of household formation rose significantly during and after the war. The fraction of

women ages 20-24 who were married rose from 51 percent in April 1940 to 58 percent in

June 1946; for women ages 25-34, it rose from 77 percent to 81 percent.

To understand better the reasons for leaving the labor force, we turn to two rich surveys

of this period. The first is from the U.S. Department of Labor, Women’s Bureau, which

added questions to the Census Bureau’s labor force reports in spring 1944 that asked women

what they were doing the week before the attack on Pearl Harbor. This information allows us

to compute gross flows of women into the labor force by previous state, as well as understand

why some women left the labor market before the war was over.

Figure 9 summarizes some of the key information from the many tables in the report. Of

the 16.9 million women in the labor force in March 1944, 61 percent were in the labor force

before Pearl Harbor. Between those two dates, there were 6.7 million entrants and 2.2 million

exits. Among those who entered after Pearl Harbor, over one-half had been engaged in home

20



Figure 9: Female Gross Labor Market Flows During the War
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Note: Computed from the U.S. Department of Labor, Women’s Bureau, Bulletin 20.

production and one-third had been in school. Of those who had exited by March 1944, 93

percent exited to home production. Thus, even before many veterans had returned, over 2

million women decided to exit the labor force, most to return to or enter home production.

The second study was conducted by the U.S. Census in March 1951. The Korean War had

started the previous June and the U.S. government was concerned about whether sufficient

manpower was available. Thus, the U.S. Census undertook a study of the work experience

of the “labor reserve,” i.e., the population ages 20 years and older that had previous work

experience. As part of this survey, they asked whether individuals had worked during WWII,

after WWII, and why they had withdrawn from the labor market. Figure 10 summarizes

some of the key information from that study. Approximately 20 million women worked at

some point during WWII. Of that number, 4.2 million were not employed after WWII. The

main reasons they gave for withdrawing from the labor force were family responsibilities (50

percent) and their family not wanting them to work (18 percent). Only 4 percent reported
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Figure 10: Female Gross Labor Market Flows at End of War
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that they were laid off or couldn’t find suitable work.

Table 6 uses this same survey to compare the reasons for leaving of women who left the

labor force during WWII or at the end of WWII versus those who did not work during

WWII but worked afterwards. A comparison of the two columns shows similarities in the

importance of family responsibilities being an important reason for leaving the labor force.

Interestingly, being laid off or not finding suitable work was given more frequently as a reason

for withdrawing by women who withdrew from the post-WWII labor force than those who

withdrew during or just after the war.

In sum, two main sets of findings emerge. First, the labor force participation rate declined

significantly at the end of WWII, making it a prime suspect in muting the rise of the
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Table 6: Reasons for Leaving the Labor Force
(Females not employed in March 1951)

Reason
Worked during WWII Worked after WWII

but not after but not during

Age/retirement 2.0 2.1
Illness/disability 11.5 12.5
Return to school 0.7 1.7
Family responsibilities 50.2 55.7
Family did not want them to work 17.5 8.3
Laid off or could not find suitable work 3.6 6.9
Changed place of residence 5.4 3.8
Poor working conditions or community facilities 2.0 2.6
Other, unknown 5.4 6.4

Note: Statistics computed from the Current Population Reports, Series P-50, no. 38.

unemployment rate at the end of the war. Second, the reasons for labor force withdrawal

varied across worker sex and age. Veterans taking extended vacations and enrolling in school

accounted for the bulk of the decline in the male labor force participation rate. Women in

the childbearing and child-rearing ages of 20 and 44 were much more likely to withdraw

from the labor force than women in other age groups. Government surveys showed that

“family responsibilities” was the most important reason for exit. The importance of this

“pull” effect over a “push” effect is supported by the data showing that the unemployment

rates for women in 1946 were lower than for men.

5 The Breakdown in Okun’s Law

According to the modern version of Okun’s law, the 24 percent drop in real GDP at the end

of the war should have been associated with a 12 percentage point rise in the unemployment

rate. Instead, the unemployment rate rose only 3 percentage points. Okun (1963) noted

that changes in the behavior of labor force participation, hours per worker, and productivity

growth could interfere with the otherwise stable relationship between output and unemploy-

ment. In this section, we document the instability and trace the deviations to the behavior

of labor force participation as well as two other important factors.
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Figure 11: Okun’s Law Relationship

Note: See Appendix A.2 for data sources and data construction details.

Figure 11 plots year-over-year changes in the unemployment rate against year-over-year

real GDP growth. The red dots present the relationship in the post-war and pre-COVID

period (1950-2019). When we estimate the slope of this relationship for this period, we

obtain the value of -1.93, confirming the rule of thumb of -2. This relationship has exhibited

remarkable stability in the post-war period.7 While we can visually detect some deviations

from this rule in the figure, overall this relationship “held up surprisingly well over time”

(Daly et al. (2014)). However, this relationship is not as tight in the 1940s, as indicated by

blue dots. Moreover, the slope is clearly steeper in this period — the estimate is -4.2 —

so smaller changes in the unemployment rate are associated with a given percent change in

GDP. In contrast, the slope of Okun’s Law is flatter during the COVID pandemic period,

implying that changes in the unemployment rate were larger than what is implied by the

usual Okun’s law relationship.

7See, for example, Knotek (2007), Daly and Hoijn (2010), Meyer and Tasci (2012), Owyang and Sekh-
posyan (2012), Daly et al. (2013, 2014, 2017), and Ball et al. (2017) for the examination of the short-run
stability of Okun’s law in the post-WWII data.
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Figure 12 presents the in-sample and out-of-sample fit of the Okun’s Law regression

estimated over the 1951-2019 period. The fit is very tight within sample, but there are large

deviations during the 1940s and the 2020s.

Okun (1963) formulated his law based on a production function approach, though he

did not give explicit equations. His proposition was: if the deviation of the unemployment

rate from the natural rate is a good proxy for the overall utilization rate of other factors

of production, then the regression relationship between unemployment and GDP is a useful

rule of thumb for translating variations in GDP into variations in unemployment and vice

versa.

Following Daly et al. (2013), we make these relationships explicit using a production

function relationship. We write ours in identity form:8

Yt ≡ XtNt LFt (1− Ut)Ht, (1)

where Yt is real output, Xt is labor productivity, measured by real output per hour, Nt is

population, LFt is the labor force participation rate, Ut is the unemployment rate, and Ht

is hours per worker.

We take log differences and use the approximation ln(1− Ut) ≈ −Ut to obtain:

dyt = dxt + dnt + dlft − dUt + dht + ϵt, (2)

where d represents the year-on-year change (using quarterly data) and variables in lower-case

letters indicate logged values. The unemployment rate is expressed as a level change to be

consistent with the practice in the Okun’s law literature. The residual term ϵt captures ap-

proximation error and measurement error in the data (since they come from several different

sources).

Assuming no correlation between the error term ϵ and the regressors, Equation 2 implies

that a regression of GDP growth on all five variables on the right should produce coefficients

8We use the form implicit in Okun’s description. See Friedman and Wachter (1974), Prachowny (1993),
and Daly et al. (2013) for other variations.
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Figure 12: In- and Out-of-Sample Fit of Okun’s Law

Note: Vertical lines in the figure indicate the start (1950Q1) and the end (2019Q4) of the
estimation sample. See Appendix A.2 for data sources and data construction details.

of unity on each variable, with a negative sign for the unemployment rate change. However,

the Okun’s Law regression omits four of the regressors. To link the Okun’s Law coefficient

estimates to the omitted variables, we use the econometrics of omitted variable bias. Rewrite

the standard Okun’s Law regression as:

dyt = βdUt + ηt, where ηt = dxt + dnt + dlft + dht + ϵt, (3)

The estimated coefficient on the change in unemployment in Okun’s law, β, is equal to

the true value of -1 plus “omitted variable bias” terms:

β̂ =
Cov(dyt, dUt)

V ar(dUt)
=− 1 +

Cov(dxt, dUt)

V ar(dUt)
+
Cov(dnt, dUt)

V ar(dUt)

+
Cov(dlft, dUt)

V ar(dUt)
+
Cov(dht, dUt)

V ar(dUt)
+
Cov(ϵt, dUt)

V ar(dUt)
. (4)

The covariance terms that make the estimated Okun’s coefficient deviate from -1 are

equal to the coefficients in a series of bivariate regressions of dx on dU , dn on dU , etc.
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Thus, the Okun’s Law regression will be stable if the sum of the coefficients from these five

auxiliary regressions is stable.

To uncover the source of the instabilities in Okun’s Law during the 1940s and COVID

period, we estimate the auxiliary regressions to obtain estimates of these covariances for three

different sample periods: (i) 1940s (1940Q1-1949Q4), (ii) post-war, pre-COVID (1950Q1-

2019Q4), and (iii) COVID (2020Q1-2024Q1). The data appendix discusses the data sources

for the additional variables.

Table 7 summarizes the results from the regressions. Each column represents a bivariate

regression with the change in the unemployment rate as the regressor. The dependent

variable in the first column is GDP growth dy, so this is the standard Okun’s Law regression.

The estimates show numerically what we illustrated in Figure 11: the slope is substantially

steeper during the 1940s and somewhat flatter during COVID than during the post-war,

pre-COVID period. Columns 2 through 5 show the coefficients from the auxiliary bivariate

regressions in which labor force participation rates, hours per worker, labor productivity, and

the residual term are the dependent variables. As shown in Equation 4 above, the difference

between the Okun’s Law coefficient in Column 1 and the sum of Columns 2 through 5 is

always -1. A comparison across rows shows that these coefficients vary significantly across

the three periods.

In order to identify more clearly the sources of the instability in Okun’s Law, the bottom

panel of Table 7 shows the change in the coefficients relative to the 1950-2019 period. Of

the -2.34 steepening of the Okun’s Law relationship in the 1940s, -0.98 is from the change in

the relationship of the labor force participation rate (dlf), -0.83 is from average hours per

worker (dh), and -0.87 is from labor productivity (dx). These three variables explain more

than 100 percent because the combined population and error term had a flattening effect.

This decomposition shows that the behavior of the labor force participation rate con-

tributed to the steepening of the Okun’s Law relationship, but its contribution was less

than half. The behavior of both hours per worker and labor productivity were almost as

important. War-time mandates helped raise average hours of work during the war. War
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Table 7: Decomposition of the Okun’s Law Coefficient Estimates

Okun’s law Auxiliary regressions

Dependent var. dy dlft dht dxt dnt + ϵt

1941Q1-1949Q4 -4.27 -1.25 -1.25 -0.77 0.00
1950Q1-2019Q4 -1.93 -0.27 -0.42 0.10 -0.33
2020Q1-2024Q1 -1.08 -2.10 0.26 1.96 -0.20

Difference from 1950Q1-2019Q4 estimates

1941Q1-1949Q4 -2.34 -0.98 -0.83 -0.87 0.34
2020Q1-2024Q1 0.85 -1.83 0.69 1.86 0.14

Notes: The top panel shows estimates of the coefficient on the change in the unemployment rate in a bivariate
regression with dependent variables indicated by the column heading. d denotes difference, y = log real GDP,
lf = log labor force participation rate, h = log hours per worker, x = log output per hour, dn = population,
ϵ = error term.

hours peaked around 49 hours per week in 1943 and then fell from an average of 47 from

January through July 1945 to an average of 44 hours per week in 1946. Thus, in 1946 more

workers were required to achieve a given amount of total hours. Finally, labor productivity

surged during the war and declined some at the end of the war, which explains the more

negative correlation with unemployment and contributes to the steepening of the Okun’s

Law relationship.

For the COVID period, the absolute value of the change in the Okun’s Law slope was

smaller in magnitude, but the changes in the auxiliary regression coefficients were quite large

in magnitude. The more negative correlation between the labor force participation rate and

unemployment rate led to a steepening of the Okun’s Law slope, but this effect was more

than offset by the flattening effect of the changes in the behavior of hours per worker and

labor productivity. In particular, hours per worker switched from being negatively correlated

with unemployment to being positively correlated, whereas labor productivity became very

positively correlated with unemployment. This last result arises because labor productivity

growth increased significantly when the unemployment rate rose sharply at the onset of the
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Figure 13: BLS vs. Palmer Data: Manufacturing

(a) BLS (b) Palmer

Note: Vertical lines indicate the start and end of WWII. Source: Palmer data; BLS Manufacturing labor
turnover data taken from the NBER macrohistory database.

pandemic in 2020.9 The net effect was to flatten the Okun’s Law slope.

In sum, the unemployment rate did not rise after the war as much as Okun’s law predicted

based on the actual decline in GDP. The gap was due to a combination of (i) a fall in the

labor force participation rate; (ii) a decline in hours per worker; and (iii) a decline in labor

productivity. The latter two factors meant that it took more workers to produce a dollar of

GDP in the immediate post-war period.

6 Labor Reallocation in the 1940s

We now exploit the richness of our newly created Palmer panel to document the roles played

by various gross labor market flows in reallocating labor. We show that the majority of those

who separated from their employer moved directly into another job.

In the Palmer survey, each respondent gives a full history of his/her labor market spells.

If employed, the respondent gives his/her employer name as well as occupation and industry,

which are translated into 3-digit 1950 Census codes. If nonemployed, their occupations are

9Labor productivity increased because of the composition effect that the job losses due to the pandemic
were concentrated in low-wage service sectors.
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Figure 14: Overall Separation Rate in the Palmer Data

40 41 42 43 44 45 46 47 48 49 50

0

1

2

3

4

5

6

%

Source: Palmer data.

described by their main activity such has “looking for work” or “housewife” or “student” or

“taking it easy,” allowing us to classify them into either being unemployed or out of the labor

force. In addition, the respondents are asked to give a “reason for leaving” when a job spell

ended.10 We hand-coded various descriptions of reasons for leaving into numerical codes.

These reason-for-leaving codes allow us to examine the flows based on underlying reasons

for separations (instead of those based on the changes in labor market states), giving us

additional insights into economic motives behind the labor reallocation process.

To show that the Palmer sample reflects economy-wide patterns, we first compare our

accession and separation series constructed from the Palmer data to nationally representative

data. In Figure 13, we compare turnover rates in the manufacturing sector in our data to the

BLS turnover data for manufacturing (NBER Macrohistory database, (Feenberg and Miron

(1997)). While the turnover levels are much lower in our dataset, they share key time-

series features with the BLS series. In addition to the selected nature of our dataset, the

retrospective nature of the survey is likely to contribute to the low level of overall turnover.

When recalling events over the previous ten years, the respondents were likely to forget short-

10This includes cases such as a change in occupation within the same employer (for example, as a result
of promotion) or a transfer to a different plant within the same employer.
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Figure 15: Separation Rates by Reason and Labor Force Destination

(a) Separation Rate by Reason
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term job or non-employment spells during the interview. In contrast, the BLS labor turnover

series are based on the survey of establishments conducted every month and thus likely to

capture almost all turnovers, including the cases in which workers are rehired after short

non-employment spells. The overall similarity of the time-series pattern gives us confidence

that our dataset, despite the small sample size and the geographical concentration, captures

important characteristics of the labor market conditions in the 1940s.

Figure 14 presents the overall separation rate in our data. As explained above, separations

here encompass all types of separations. The overall separation rate steadily increased during

the first few years of the decade and then dropped through until 1945. As the war came to

an end, the separation rate spiked up. Although it came down sharply in 1946, it remained

relatively elevated for the following few years.

In Figure 15 (a), separations are divided into three broad categories based on underlying

reason: (i) quits, (ii) layoffs, and (iii) military discharges. The figure shows that the spike

in the overall separation rate at the end of the war is largely due to military discharges and

layoffs, not surprisingly. It is interesting to note, however, that quits increased toward the

end of the war and remained elevated for the following two years or so, while the other two

reasons for leaving dropped sharply after the initial spike.
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Figure 16: Civilian Separations and Military Discharges

(a) Separation rates (civilian workers)
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In Panel (b), we divide separations based on the worker’s destination by labor force

status: (i) a different employer (E2E), (ii) unemployment (looking for work) (EU), and (iii)

nonparticipation (EN). It shows that the spike of the overall separation rate is absorbed by

transitions to different employers without non-employment spells in between. Transitions to

nonparticipation are also substantial and the smallest share enters into the unemployment

pool, looking for the next job. A similar pattern holds when we examine transitions from

civilian jobs only (Figure 16 (a)).

In Table 8, we cross tabulate separations by reason and labor force status, pooling all

separations that occurred in 1945 and 1946. Each number in the table gives the probability

(expressed in percent) of making either (i) E2E or (ii) EU or (iii) EN transition conditional

on each reason listed each row. For comparison purposes, we present these probabilities for

1947-1948 in addition to the period at the end of or immediately after WWII (1945-1946).

Focusing on the period 1945-1946, we can see that, regardless of the reason for separation,

a vast majority of separated workers make E2E transitions without non-employment spells.

Even among those who were laid off, more than 70 percent were able to find their next

employment right away. The ease with which workers who involuntarily lost their job found

32



Table 8: Cross Tabulation of Reason and Labor Force Status after Separation

Reason for 1945−1946 1947−1948
Separation E2E EU EN E2E EU EN

Quit 71.9 5.1 23.0 73.1 6.7 20.1
Layoff 70.7 13.1 16.2 70.7 17.6 11.7

Military Discharge 63.5 9.1 27.5 75.9 13.0 11.1

Source: Palmer data.

their next job immediately was an important force in keeping the unemployment rate from

increasing. Another mitigating factor was the propensity of laid off workers who did not

immediately find another job to transition to nonparticipation rather than unemployment.

A similar pattern holds for the cases of military discharges but the difference in the shares

in favor of dropping out of the labor force instead of looking for work right away after the

military services is even larger. Moreover, this pattern disappears in the later period in which

the EU transitions constitute a larger share of both layoffs and discharges. The importance

of transitions into nonparticipation in 1945-1946 highlight the importance of the labor supply

factors in avoiding projected increases in the unemployment rate.

We just saw that the gross flows into unemployment were low. Another important deter-

minant of the size of the unemployment pool is how fast jobless workers find their next jobs.

Figure 17 plots mean and median completed duration of unemployment among those who

made EU transitions that occurred in the year on the horizontal axis. First of all, the levels

of these duration measures are relatively high compared with duration measures available

for the post war period.11 This level difference is likely due to the fact that the information

about each spell is collected retrospectively for the previous 10+ year, thus resulting in the

omission of temporary job spells that happened during a long unemployment spell. The

other possibility is that the reallocation of labor during the 1940s was more likely to have

involved geographical mobility, which include interstate migrations (BLS, Bulletin No. 876).

However, a more importantly feature of the data for our purpose is that neither of these

measures show a clear run-up toward the end of or immediately after WWII. In the post-war

11For example, mean unemployment duration measured in the Current Population Survey, which starts in
1948, was about 10 weeks between 1948 and 1950.
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Figure 17: Unemployment Duration By Year of Separation

Source: Palmer data

data, unemployment duration consistently and robustly show very strong countercyclicality.

In sum, our longitudinal data has revealed that both the gross flows into unemployment

were low and that, even among those who found themselves unemployed, the duration of

unemployment was relatively short. For the vast majority of workers who did not withdraw

from the labor force, a separation from a job for whatever reason typically resulted in an

immediate transition to a new job.

7 Career Evolution After WWII

The last section documented the ease with which individuals transitioned from job to job,

but the question arises about the quality of the jobs they found. An important aspect of

labor reallocation is that it involves climbing or dropping down their career ladder. In this

section, we characterize the survey respondents’ experience in this respect. Unfortunately,

our dataset does not include earnings information. Instead, we use the occupation score

variable constructed by IPUMS (Ruggles et al. (2024)) that gives the median income of each

occupation (in 1950 dollars) within the 1950 Census occupation classification scheme. We

assign the 3-digit occupation scores to the occupation codes in our data. Each occupation is
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Figure 18: Evolution of Occupation Scores Among WWII Veterans

Source: Palmer data; Occupation scores for the Census 1950 occupation scheme are taken from
IPUMS USA (Ruggles et al. (2024)).

ranked based on the median income and thus the data provides a conceptual linkage to the

notion of climbing/dropping a career ladder.

7.1 Veterans

First, we summarize the experiences of veterans when they return from the war by estimating

ocvik = αv
i +

36∑

k=−12

δvkDik + uvik, (5)

where ocvik is the occupation score of the individual (WWII veteran) i in month k, αv
i is the

individual fixed effect, Dik are dummy variables that take 1 in the worker’s kth month and

0 otherwise, uvik represents the error term. Note that k is calculated as time relative to their

military service and k = 0 corresponds to their military spell, during which the occupation

score is fixed at 11 using the IPUMS score. We estimate (5) by taking the history of those

who had military experiences, starting 12 month before the military spell and ending 3 years

later. The regression is estimated on the balanced panel of 1,344 veterans.

Figure 18 plots the coefficient estimates together with the 95% confidence intervals. The
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score in the first month of the history is taken to be the base level, and thus the results are

expressed as the differences from the base level. The score at time 0 drops sharply because

the occupation score of “armed service operatives” is much lower than other occupations.

Also note that when the individual is jobless (either looking for work or being out of the labor

force), the occupation score drops to 0. One can see that veterans’ occupation scores quickly

recover and eventually surpass the pre-service scores within 8 months after the discharge.

Note that the recovery path right after the discharge results from the fact that there was a

large share of veterans that did not take the job immediately after the discharge and they

returned to working gradually. When we explicitly control for the effects of non-employment

(by including the dummy variable in the regression), then the score jumps to the level that

exceeds the pre-service level and then follows the shallow upward trajectory as in Figure 18.

Thus, the overall upward path of the score appears to show a steady progression of their

career even with its interruption due to the war.12

The worker’s age plays an important role in the overall upward trajectory since they tend

to be younger individuals. We control for this effect by interacting Dik with the age-group

dummy that takes 1 when a worker is over 30 in 1945 and 0 otherwise. In this regression,

the upward slope largely disappears for those that are over 30 in 1945.

Table 9 shows how the veterans switched their industries after the military services. There

is clearly a large shift from durable goods industries to all other major industries especially

to services. The result here is largely consistent with a similar calculation presented in

Department of Commerce (1947) (the Current Population Report P.50 No. 1).

7.2 Displaced Workers

Next, we characterize the experiences of civilian workers who are laid off due to the end

of WWII. As we saw before, layoffs spiked toward the end of WWII. Specifically, we take

those who were laid off between January 1945 and August 1945 and track their occupation

scores. The sample starts one year before the displacement and ends four years after the

12Note, however, that the current analysis does not attempt to identify the path of the (counterfactual)
control group.
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Table 9: Industry Switching After Military Services

Shares (%) Before Shares (%) After
(k = −12) (k = 36)

Agriculture 2.3 1.0
Mining 0.3 0.2

Construction 5.7 7.9
Durable Goods Manufacturing 33.2 19.3

Nondurable Goods Manufacturing 11.5 14.1
Transportation, Communication, and Utilities 8.5 10.9

Wholesale and Retail Trade 21.2 23.9
Finance, Insurance, and Real Estate 2.0 3.1

Other Services 12.3 13.2
Public Administration 2.9 6.6

Source: Palmer data.

displacement. For this analysis, we include a control group in our estimation sample. That

is, we include workers who did not experience layoffs between January 1945 and August 1948

and remained employed throughout the entire period.13

We augment the regression equation (5) with the control group data as follows:

occit = αc
i + γct +

48∑

k=−24

δckDik + ucit. (6)

The difference from the previous equation is that this specification identifies the path of

occupation scores of those without the displacement via the individual fixed effect (αc
i) and

the time dummies (γct ), and those with the displacement with the coefficients (δck) on the

dummies that are defined relative to the the layoff event. The regression is estimated on

the sample of 4,213 individuals (306 individuals that experienced a layoff due to the end of

WWII plus 3,907 individuals in the control group as noted above). There is a large literature

on earnings losses of displaced workers that uses post-war data, pioneered by papers such as

Ruhm (1991), Jacobson et al. (1993), Stevens (1997), and more recently studied by Davis

and von Wachter (2011) who consider a specification similar to (6).

13We track 5-year histories of those that are laid off, relative to the month of job loss which varies with
individuals. We track workers in the control group roughly the same length of time.
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Figure 19: Evolution of Occupation Scores (Civilians)

(a) Layoffs (b) No Layoffs

Source: Palmer data; Occupation scores for the Census 1950 occupation scheme are taken from
IPUMS USA (Ruggles et al. (2024)).

Figure 19 (a) presents the path of the occupation score relative to its initial level. We

can see that at the time of layoff, the average occupation score drops sharply. As we saw

above in Table 8, layoffs are not equal to transitions to being jobless. Nevertheless, the

sharp drop in the score is largely driven by those who experienced a transition to non-

employment (which results in the score to drop to 0). After the sharp drop, it gradually

increases over time, but never exceeds the initial level. This pattern is qualitatively similar to

the one reported in the literature that uses post-war data, which emphasizes the persistent

adverse effects that a displacement causes on a worker’s subsequent earnings. However,

quantitatively speaking, the magnitude of earnings losses here is much smaller than the

estimates based on the analysis of the post-war data.14 Another important feature of the

figure is that the occupation standing steadily increased leading up to the layoff event. Note

that the existing literature consistently finds gradual declines in earnings shortly before the

displacement event. Thus, the overall pattern in our dataset appears to be more in line

with the interpretation that workers’ occupation standing was temporarily boosted during

the war and dropped to the level consistent with the peace-time economy, rather than the

14Of course, we must remember that the occupational scores in our dataset are not directly comparable
to the actual earnings available in post-war datasets.
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Table 10: Changes in Industry Composition (Hubbard (1947))

Employment Shares (%) 1939 1944 1946

Manufacturing 33.2 43.1 36.3
Mining 2.8 2.1 2.1
Construction 5.8 1.7 4.9
Transportation and Utilities 9.6 9.5 10.0
Trade 21.8 17.7 19.6
Other Services 13.7 11.0 13.1
Government 13.1 14.9 13.7

Notes: Within non-agricultural industries. Reproduced from Hubbard (1947) Table 3.
Original source is Federal Reserve Bulletin.

interpretation that workers are permanently scarred by displacement, as emphasized in the

existing literature.15

Panel (b) presents the results for the control group, showing that the occupation scores

increased gradually throughout this period. One interesting characteristic of the no-layoff

sample is that the occupation score accelerated in the first half of 1945 and then dropped

immediately after the war. This pattern is consistent with temporary improvements in

occupation standing at the peak of war-related production activities.

7.3 Reconversion and Industry Reallocation

The end of the war meant that the industry structure of the economy had to re-adjust to

civilian production, which required a large amount of reallocation of workers and capital away

from war-time production toward civilian production. By using gross measures of industry

reallocation, this section shows how extensive labor reallocation forces were in the aftermath

of WWII. Our analysis highlights the uniqueness of this period, especially in light of the

literature that emphasizes the reallocation shocks as an important driver of unemployment

(Lilien (1982) and Brainard and Cutler (1993)).16

15However, the fact that our regression is based on occupation scores (i.e., median incomes by occupation)
limits the comparability of our results with those in the existing literature. For instance, the declines in
earnings after a displacement could be driven by reduced hours but occupation scores do not capture this
effect.

16See Chodorow-Reich and Wieland (2020) for a more recent examination of this hypothesis.

39



Table 11: Changes in Industry Composition (Palmer)

Employment Shares (%) 1940 1944 1946

Manufacturing 33.5 34.9 36.0
Durables 17.4 23.3 20.1
Nondurables 16.1 11.6 15.9

Mining 0.4 0.1 0.1
Construction 6.0 2.9 5.0
Transportation and Utilities 8.6 6.9 8.7
Trade 22.5 14.2 20.7
Other Services 24.3 17.4 22.0
Government 4.8 23.6 7.5

Notes: As of August each year. Sample size: 5,259 (1940), 6,326 (1944), 6,161 (1946).

Before examining gross industry reallocation, Table 10, taken from Hubbard (1947),

compares the industry composition of the economy, before (1939), at the peak of (1944),

and after the war (1946). As one can see, at the peak of war production, the share of

manufacturing expanded greatly relative to the pre-war period, drawing workers from pretty

much all other industries except for the government sector, which also expanded. By 1946,

the manufacturing sector had shrunk by more than 6 percentage points. The fact that the

industry composition in 1946 overall is similar to the one in 1940 suggests that the large

part of the adjustment process was completed by then. Hubbard (1947) indeed claims that

reconversion was completed by September 1946. He presents various pieces of evidence that

the physical process of reconversion, such as the changeover of plant and equipment and

shifting of labor from the production of war items to peace-time items, progressed very

quickly.17

The net changes in the employment stocks and the rapid completion of reconversion of

physical capital do not directly suggest that the overall impacts on the reallocation of la-

bor were small. We now turn to our Palmer data to examine gross reallocation of workers

around this period. Before doing so, Table 11 presents the industry composition within our

dataset, including the breakdown of manufacturing into durable and nondurable manufac-

17According to Table 2 in Hubbard (1947), about half of the industries that gone through the reconversion
process reported that it would take less than a month for their production to return to a breakeven rate and
all industries reported that they would be able to return to full capacities within a year.
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Table 12: Changes in Industry Composition Among Displaced Workers

Employment 12 Months 12 Months 36 Months
Shares (%) Before Layoff After Layoff After Layoff

Manufacturing 71.3 45.9 42.8
Durables 64.4 24.1 21.9
Nondurables 6.9 21.8 20.9

Mining 0.4 0.0 0.0
Construction 3.8 9.0 9.3
Transportation and Utilities 2.4 3.9 4.7
Trade 6.9 24.5 23.2
Other Services 9.3 14.8 18.0
Government 5.9 2.0 2.2

Notes: Those who are laid off between January 1944 and August 1945. Sample size as
of 12 months before the layoff: 290.

turing. Relative to Table 10, we see much larger swing in the size of the government sector,

while the changes in the manufacturing sector is not as pronounced. However, the other

features of the data are similar. We can also see that there is a large shift in employment

within manufacturing between its two sub-sectors.

To see the extent of gross industry reallocation, we focus on the sample of individuals

who were laid off between January 1945 and August 1945. In Table 12, we present the

industry composition of those displaced workers at three data points: 12 months before the

layoff, 12 months after the layoff, and three years after the layoff. This restricted sample

of displaced workers is small, with only 290 individuals. The distribution of workers prior

to the displacement is highly concentrated in the durable goods manufacturing sector. The

industry composition after the layoff, shown in the second column, is dramatically different

from the one before the layoff. But the changes between one year after the layoff and three

years later are fairly small, suggesting that labor reallocation is indeed more or less completed

by late 1946.

Table 13 looks explicitly at the share of industry switchers and stayers and also includes

those who are not employed (either unemployed or nonparticipants) at the same points in

time (12 months later and 36 months later). We see that 86 percent of those who are laid off
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Table 13: Reallocation After Displacement t = 0 around the End of WWII

Between Between
t = −12 and 12 t = −12 and 36

Employed 85.9 91.7
% Switchers 79.1 80.8
% Stayers 22.9 19.2

Unemployed 3.8 2.8
Nonparticipant 10.3 5.5

Notes: Sample of those who are laid off between December 1944 and September 1945. Sample
size: 290. Industry switches are based on 3-digit level classification.

at or around the end of the war are employed 12 months later. Within that group, almost

80 percent were employed in a different industry. 14.1 percent were jobless and the vast

majority of them (10.3 percent out of 14.1 percent) were nonparticipants. Three years later,

the share of employed increased further. Accordingly, the share of unemployed decreased

and a large portion of those who are out of the labor force one year after the layoff returned

to work.

In summary, various pieces of evidence suggest that despite a large reallocation force to

which the economy was subject at the time, the response of the labor market was quick and

smooth, without causing large involuntary unemployment. In the next section, we discuss

macroeconomic forces that allowed the economy to sustain strong labor demand, enabling

the quick absorption of the massive labor flows arising from the ending of WWII.

8 Macroeconomic Forces Leading to Job Creation

The previous sections documented the quick transitions accomplished by workers as well as

their occupational mobility. However, those outcomes would only be possible in an economy

with significant job creation to replace the labor demand formerly generated by defense

purchases and conscription. In this section, we discuss the macroeconomic factors behind

the high level of job creation.
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8.1 Macroeconomic Background

Numerous contemporary economists, forecasters, and policymakers worried that the economy

would fall back into depression and deflation once the war stimulus evaporated. For example,

in August 1945, the US Office of War Mobilization and Reconversion predicted that the

number unemployed could rise to 8 million by spring 1946, implying a civilian unemployment

rate of over 13 percent. In November 1945, economists from that office used a Keynesian-

based econometric model to produce nowcasts of GNP for 1945Q4 that were 11 percent lower

than actual GNP.18 Contrary to the forecasts, the economy experienced a robust recovery,

with private demand replacing a large part of the war demand. Moreover, the price level

rose by 20 percent in the year and a half after the end of the war. In his “post-mortem”

JPE paper, Klein (1946) sought to understand why standard Keynesian-based econometric

models were so wrong in their predictions. He concluded that a key mistake was classifying

investment as autonomous and not including enough lags. Woytinsky (1947), in contrast,

argued that the problem lay with the Keynesian consumption function itself.19

The strength of the recovery showed up clearly in employment. Figure 20 shows the

civilian employment-population ratio, with the New Deal emergency workers before the

war counted as employed. The denominator is the population ages 14 and older. The total

number employed is a lower bound on the number of civilian jobs available because it does not

include vacancies (unfilled jobs); as shown in Figure 2 in a previous section, the vacancy rate

remained elevated for several years after the end of WWII. After the temporary dip during

winter 1945-46 (discussed earlier in Section 4), the civilian employment-population ratio in

the second half of 1946 was three percentage points above the 1940 average. Moreover, it

continued to rise another two percentage points through 1948.

A leading contemporary explanation for the strong recovery of the economy was the

“pent-up demand” hypothesis (e.g. Council of Economic Advisers (1947), Gordon (1952)).

This story argued that the shortages and rationing of WWII created pent-up demand for

18See Klein’s (1946) discussion of the Hagen-Kirkpatrick forecasts.
19The lively debate between Klein (1946) and Woytinsky (1946, 1947) on the Keynesian consumption

function illustrates the tremendous value of the later breakthroughs by Modigliani and Friedman for under-
standing consumption behavior.
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Figure 20: Civilian Employment-to-Population Ratio
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over. Seasonally adjusted using X-12.

consumer goods. The same shortages and rationing also led to forced saving and the ac-

cumulation of financial assets (e.g. war bonds) by households, permitting them to go on a

buying spree after the war. There are a few gaps in the accumulated financial asset part of

the story, however. First, as Higgs (2012) pointed out, the data show that households did

not reduce their holdings of financial assets, and particularly war bonds, in the aggregate.

Second, the high inflation that occurred when price controls were lifted significantly reduced

the real value of the nominal assets that consumers had accumulated, i.e., the government

levied an inflation tax on nominal assets.

Figure 21 shows that the ratio of consumption to disposable income plunged during

WWII and rose when WWII ended. However, the post-war level did not exceed the pre-war

level. This suggests the aggregate demand story may be more complicated than suggested

by the traditional explanation for the fast recovery of the U.S. economy.

Gordon (1952) (Ch. 14) discussed possible reasons the strong post-war economy be-

lied the forecasts. He maintained “There was no multiplier effect leading to a decline in

consumers’ expenditures. On the contrary, consumption increased rapidly in the face of
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Figure 21: The Behavior of Consumption During the 1940s
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a decline in the GDP.” He documented that transfer payments helped prop up disposable

income, which could have boosted consumption, but also drew attention to the economic

incentives for firms to invest in plant, equipment, inventories, and residential structures and

for consumers to replenish their depleted consumer durable stocks.

We highlight the economic incentives discussed by Gordon (1952) by exploring a pent-up

demand hypothesis that does not depend on Keynesian consumption functions or liquidity

from accumulated financial assets. Our alternative hypothesis is instead based solely on

dynamic general equilibrium neoclassical forces. The traditional literature has often pointed

to the price controls and rationing as leading to pent-up demand. It must be recognized,

however, that even without price controls and rationing, the effects on consumer durable

goods and private firm investment and stocks would have been similar since limits to the

production capacity of the economy required a crowding out of non-military spending. Mc-

Grattan and Ohanian (2010) demonstrate the surprising result that a standard neoclassical

model that ignores the price controls and credit constraints can explain the real allocations

during WWII quite well when one feeds through exogenous changes in four factors: (i) gov-

ernment spending; (ii) conscription; (iii) government-owned and privately-operated capital;
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and iv) faster-than-average technology growth.

We extend McGrattan and Ohanian’s (2010) analysis to show that the events during the

war led to the post-war boom. Specifically, during the war government spending crowded

out investment, which exhibits much higher intertemporal elasticities of substitution than

nondurables and services consumption. As a result, the levels of the capital stocks at the end

of the war were substantially below their steady-state values. When government spending

fell, economic incentives led to a surge in private investment that raised capital stocks back

to the balanced growth path.

Our story for the post-WWII recovery is a dramatic instance of the forces discussed in

recent work by Beraja and Wolf (2021), who argue that the strength of business cycle re-

coveries depends importantly on whether the previous recession was biased against durable

goods. Our story is also related to the work by Erceg and Levin (2006) and McKay and

Wieland (2021), who find overshooting of durable spending after recessions that are driven

by monetary policy shocks. All three of these papers use New Keynesian models — to al-

low monetary shocks to have real effects — but the principle mechanism operating through

durables stocks is entirely neoclassical. Since all our shocks are real, we use a simple neo-

classical social planner model to illustrate our hypothesis.

8.2 A Simple Neoclassical Model of Pent-Up Demand

Our neoclassical model combines a representative household with a representative firm in

an economy in which the government must use resources to fight a war. For simplicity, we

assume that the government finances the war with lump-sum taxes, so that the competi-

tive equilibrium is identical to the social planner problem. The close match of our model

predictions for real allocations to the data suggests that despite the widespread distortions

imposed by the U.S. government, such as price and credit controls and command-economy

strategies, the macro allocations were similar to what a social planner would choose when

forced to fight a war.20

20Of course, the distribution of income across heterogenous households and firms would be very different.
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A representative household maximizes the present discounted value of utility, given by

the following functional form :

U = E0

∞∑

t=0

βt

[
lnCt − ν

N1+ϕ
t

1 + ϕ

]
(7)

β is the discount factor and is less than unity. Utility depends on the logarithm of nondurable

goods and services consumption, Ct, and a CES function of total hours worked, Nt. Part

of consumption services are flows from stocks of residential capital and consumer durable

goods. ν is the weight on the disutility of labor and ϕ is the inverse of the Frisch elasticity

of labor supply.

Total hours worked are the sum of hours worked in private production and conscripted

hours into the military:

Nt = Np
t +Nm

t . (8)

where NP
t is hours worked in private production and Nm

t is hours worked in the military.

The economy’s production function is Cobb-Douglas:

Yt =
(
utKt−1 +KG

t−1

)α
(ZtN

p
t )

1−α (9)

Yt is privately produced goods and services. The first term in parenthesis is capital input.

ut is the utilization rate, Kt−1 is the private capital stock (including nonresidential cap-

ital, residential capital and consumer durable goods) at the end of period t − 1, KG
t−1 is

government-owned, privately-operated (GOPO) stock of capital at the end of period t − 1,

Zt is labor-augmenting technology, and Np
t is the quantity of labor used in private produc-

tion. As Gordon (1969) documented, GOPO capital was a sizeable input into the aggregate

production during and after WWII. Like McGrattan and Ohanian (2010), we assume that

GOPO capital is a perfect substitute for private capital in production.

The capital accumulation equation incorporates both a cost of using the private capital
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stock more intensively and a capital adjustment cost:

Kt = (1− a(ut))Kt−1 +Ψ

(
It

Kt−1

)
·Kt−1. (10)

a(ut) is the depreciation rate on private capital and is an increasing and convex function of

the utilization rate ut. We assume that a(ut) takes the following specific form so that ut is

unity in steady state:

a(ut) = δ + δ1(ut − 1) +
δ2
2
(ut − 1)2, (11)

where δ is the depreciation rate when utilization is unity, and δ1 and δ2 are parameters. The

adjustment cost term, Ψ
(

It
Kt−1

)
, satisfies Ψ(δ) = δ, Ψ′(δ) = 1, and Ψ′′(δ) < 1. We assume

the following specific form:

Ψ

(
It

Kt−1

)
= δ +

(
It

Kt−1

− δ

)
− ψ

2

(
It

Kt−1

− δ

)2

, (12)

where ψ is a parameter.

Let Gt denote government purchases of private output in period t. Some of these pur-

chases contribute to the accumulation of GOPO, but the bulk are used to purchase tanks,

airplanes, etc. We do not explicitly specify the accumulation equation for GOPO capital,

since GOPO is chosen exogenously in our model and the other components of Gt do not

enter utility or production. The resource constraint for private output is:

Ct + It +Gt ≤ Yt, (13)

where Ct is private consumption, It is private investment (including consumer durable goods

purchases), and Yt is output.

Total government spending is equal to government purchases of private goods (Gt) plus

compensation of military personnel, which is the product of wages and hours worked by

military personnel, Nm
t . We assume that the government pays wages equal to the private
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production wage. Thus,

Gtot
t = Gt + (1− α)

Yt
Np

t

·Nm
t . (14)

As discussed earlier, government spending is financed with lump-sum taxation, so

Gtot
t = Tt (15)

where Tt is lump-sum taxes. In the representative household, perfect financial markets, and

rational expectations case, the timing of the lump-sum taxes has no effect: deficit spending

with later increases in lump-sum taxes is equivalent to balanced budget lump-sum taxes.

GDP is equal to private production plus government production, with the latter valued

by the wage bill for the military:

GDPt = Yt + (1− α)
Yt
Np

t

·Nm
t . (16)

In this economy, the sequencesGt, N
m
t , andKG

t are exogenously determined by war needs.

Labor-augmenting technology, Zt, is also exogenous. The social planner chooses sequences

Ct, N
P
t , ut, It, Yt, and K

P
t to maximize the lifetime utility of the representative household

given in equation 7, subject to the hours constraint in equation 8, the production function in

equation 9, the capital accumulation equation in equation 10, and the economy-wide resource

constraint in equation 13.

In order to compare the model results with actual data, we allow both labor-augmenting

technology Zt and population to grow along the balanced path. Thus, we must transform the

model’s variables so that they are constant in steady state. Once we solve for the transformed

variables, we multiply the responses by the growth factors.21 The first-order conditions and

steady-state conditions for the model with growth are presented in the appendix.

The calibrated parameters are shown in Table 14. We start with standard values for the

post-war period but modify some slightly to match the WWII period. For example, in order

21Several adjustments must be made to the calibration of the utilization cost function and capital adjust-
ment costs to include the growth factor. The appendix gives more detail.
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Table 14: Baseline Calibration of the Model

Parameter Value Description (all rates are quarterly)

β 0.985 Subjective discount factor
ν 3.367 Weight on disutility of labor, set so n = 0.5 in steady state
ϕ 0.75 Inverse of the Frisch elasticity of labor supply
α 0.33 Exponent on capital input in production function
δ 0.015 Depreciation rate of private capital
gy 0.15 Steady-state share of total government spending to GDP
η 20 Elasticity of the investment-capital ratio w.r.t. q
δ1

1
β
− 1 + δ Parameter on linear term of capital utilization cost

δ2 3 · δ1 Parameter on quadratic term of capital utilization cost
ψ 1

δ·η Capital adjustment cost

γn 0.0025 Growth rate of population ages 14+
γz 0.0099 Growth rate of labor-augmenting technology

to match the relatively high consumption-GDP fraction in 1939 (0.72), we use slightly lower

values of the discount factor β, the capital share α, and depreciation rate δ than typically

used in papers calibrated to more modern data. The value of the steady-state government

spending fraction of GDP is set to the 1939 value of 0.15. The inverse Frisch elasticity,

capital adjustment cost parameters, and utilization parameters were set at typical values

initially and adjusted to roughly match the patterns in the data.22

8.3 Model Simulations of Pent-Up Demand

In the second quarter of 1940, news arrives that the U.S. must spend to build up its defense.

We choose 1940Q2 as the period when the news arrives since Ramey’s (2016) narrative

indicates that military events during spring 1940 made policymakers and the public realize

that the U.S. would need to start spending significant amounts for defense. Conscription was

instituted soon after in September 1940. We use 1940Q1 as the steady state and assume that

once the news arrives, agents have perfect foresight about the future paths. This assumption

22For example, instead of a typical Frisch elasticity of 1, ours is set a little higher to 1.3 since our model
does not incorporate patriotic motives for increasing labor supply. The factor in the quadratic term of the
utilization cost is typically set slightly above 2, whereas ours is set at 3. The elasticity of investment with
respect to Tobin’s q is often set to 1 but we set ours to 20 to capture the speedy response of investment
observed in the data.
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involves far too much foresight relative to reality, but as the simulations will show, the results

match the data well nonetheless.23

The news causes four exogenous variables to vary from their steady-state growth paths:

government spending, the number in the military, government-owned, privately-operated

(GOPO) capital, and labor-augmenting technology. We include the exogenous technology

change, as do McGrattan and Ohanian (2010), to match the data better though it is not key

to our pent-up demand explanation.

The paths of the exogenous variables are shown in Figure 22. The paths of government

spending, the number in the military, and government-owned, privately-operated capital are

calibrated to actual data through 1947 and then return to their pre-war values a few years

later. The path of labor-augmenting technology is calibrated to labor productivity.24

Figure 23 shows the impulse responses from the model simulations versus the behavior

of the data. The GDP component data are from Gordon and Krenn (2010) and are in 1958

dollars. For investment, we add Gordon and Krenn’s (2010) series on consumer durable

purchases to the series on total investment. The consumption series from the data consists

of nondurables plus services consumption.25 Finally, the total hours data are from Ramey

(2011).

For the WWII period, our quarterly model matches the data well. GDP and hours

worked in the model rise as much as in the data. The mechanisms are as follows: The

rise in government spending reduces consumption (relative to trend) and raises labor supply

through the negative wealth effect. However, conscription, GOPO capital, and the rise in

labor-augmenting technology above trend also play a role. Labor productivity increases due

to three factors: technological growth, the increase in capital from GOPO, and high capital

utilization.

23The assumption of foresight of the end of the war is not so far-fetched. After the D-Day invasion of June
1944, government and businesses planned for reconversion because they thought the war in Europe would
be won by the end of the year. In contrast, the abrupt end to the war in the Pacific in August 1945 was a
surprise.

24Data details are in the appendix.
25The model’s consumption measure includes the service flow from the stock of consumer durables. We

tried imputing that flow from the stock of consumer durables and adding it to nondurables plus services. It
lifted the line almost uniformly, so it didn’t improve the fit.
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Figure 22: Paths of Exogenous Variables
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Notes: the paths are calibrated to actual data through 1947 and are assumed to return to their pre-war
values by early 1950.

Our model produces a fall in consumption relative to trend during the war, but then a

large burst after the war, even more than occurred in the actual data. Investment in both

the model and the data show a significant U-shape, rising in 1940 through mid-1941, falling

significantly in 1942 and staying low through the first part of 1945, and then soaring at

the end of the war. Thus, our model can capture the pent-up consumption and investment

demand at the end of the war, even without financial market effects.

The model predicts a peak in capital utilization. Recall that the cost of raising capital

utilization is faster depreciation of the capital stock. With perfect foresight about the end

of the war, the implicit cost of higher depreciation of capital is less than usual, so firms are

willing to raise utilization. Unfortunately, we did not have any data on utilization so we
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Figure 23: Impulse Responses: Model vs. Data
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Notes: The graphs show the simulations from the model relative to the actual data. The NIPA data are
from Gordon and Krenn (2010) and the hours data are from Ramey (2011).
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Figure 24: Model Responses: Capital
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cannot compare our model simulation to the data.

Figure 24 shows the model-generated path of the private capital stock, total capital stock,

and total capital input. Recall that total capital input is uK+KG, where u is utilization, K is

the private capital stock, and KG is GOPO capital. The stock of private capital rises briskly

through early 1942, but then declines slowly through the end of the war. In contrast, the

total capital stock grows faster because of the government’s investments in GOPO capital.

Total capital input rises even more because of higher utilization of capital. After the war,

utilization returns to normal but private capital surges.

8.4 Summary of Pent-Up Demand Results

In sum, the crowding out of consumer durable expenditures, residential investment, and

business fixed investment during WWII set up incentives for a post-war spending boom.

Had government spending crowded out only nondurable goods and services consumption,

the recovery would have been much less robust. In actual fact, consumer durable expendi-

tures and much private investment spending were suppressed during WWII by mandates,

rationing, and shortages caused by price controls. Nevertheless, the consequences for the

capital stocks at the end of the war were the same as they would have been if prices had
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been allowed to adjust.

We would be remiss not to mention another possible factor that we did not include in

our model: the negative real interest rates during that period due to the Federal Reserve’s

keeping interest rates near zero. The Treasury bill rate varied between 0.38 percent and

1.14 percent from the end of the war through 1948 whereas the rate of inflation averaged 8.5

percent. Thus, real interest rates were significantly negative during the immediate post-war

period. We did not see this factor mentioned in contemporary accounts, perhaps because

traditional Keynesian models abstracted from monetary factors. However, modern New

Keynesian models would predict that this amount of accommodation by the Federal Reserve

would exert significant stimulus. We leave a quantitative analysis of this story for further

work.

9 Conclusion

In this paper, we have explored the various factors that explain why the U.S. unemployment

rate rose so little at the end of WWII. From a Keynesian perspective, one would expect the

greatest “fiscal cliff” of the 20th Century to have led to widespread unemployment. From the

perspective of the labor market frictions literature, one would also have predicted widespread

unemployment. However, the actual behavior of the unemployment rate did not follow these

predictions.

The first step in our analysis showed that declines in the labor force participation rate

were an important factor in dampening the rise in the unemployment rate. However, this

factor alone could not explain the small rise in the unemployment rate. We then used our

new longitudinal data to document that job-to-job flows were the majority of the gross labor

market flows. Our data showed that returning veterans and civilians who lost jobs in war

industries quickly transitioned to new jobs. We found these quick transitions despite most

flows leading to shifts across industries. Finally, we explored reasons for the robust job

creation that allowed workers to find new jobs so quickly. We showed that a version of the

“pent-up demand” hypothesis that does not depend on financial market factors or Keynesian
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amplification can explain the data well. We demonstrated with a modern neoclassical model

that the crowding out of consumer durable expenditures and investment expenditures during

the war resulted in capital stocks that were far below the balanced growth path. This set

the stage for a strong post-war boom in which consumer durables investment, residential

investment, and business investment surged.

While the focus of this paper has been on a particular historical period, it generates

lessons that are applicable to the 21st Century economy. First, large declines in government

spending do not always lead to rises in the unemployment rate. Second, large reallocations of

workers across sectors do not always lead to high unemployment rates. Our findings support

those of Chodorow-Reich and Wieland’s (2020), who find, using data since the 1980s, that

sectoral shifts across industries raise the unemployment rate at the local level only during

times of national recession, not during national expansions. Thus, Lilien’s (1982) famous

“sectoral shifts” hypothesis does not appear to apply to a booming economy. Third, periods

in which spending on consumer durable goods and investment is temporarily dampened,

be it by fiscal crowding out or tight monetary policy, are likely to be followed by vigorous

recoveries.
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Appendix

A Data Sources

A.1 General Data Sources

Figure 1: The government purchases and GDP data are from Ramey and Zubairy (2018).
For 1939–46, they used the quarterly nominal GNP series and government purchases series
published in National Income, 1954 Edition: A Supplement to the Survey of Current Busi-
ness to interpolate the modern NIPA annual nominal GDP and government purchases series.
We then used quarterly averages of the CPI to interpolate the NIPA annual GDP price de-
flator using the proportional Denton method. They constructed quarterly real GDP and real
government purchases to use as a second-round interpolator of annual NIPA real GDP and
government purchases. Both series are divided by potential GDP, which is estimated using
a sixth-degree polynomial trend of log real GDP on a sample from 1889 to 2015, excluding
1930-1946.

Figure 2: The unemployment rate series including emergency workers is constructing
by splicing the NBER Macrohistory data series m08292a (downloaded from FRED) to the
rate created from the official Current Population Reports data starting in March 1940. The
emergency workers series is from the 1941-42 and 1945-46 volumes of the Economic Almanac
of the Conference Board (Conference (1941-1942, 1945-1946). The vacancy series are from
Zagorsky (1998). We seasonally adjust the series using X-12.

Figure 3: The manufacturing turnover data are from the NBER Macro History Database,
series m08254b, m08255b, m08252b, m08251b, which are based on BLS data. We seasonally
adjust the series using X-12.

Figure 4 is based on calculations using our new panel dataset based on Palmer and
Brainerd (1954).

Figure 5: The military share of employment is based on our Palmer panel and the
Current Population Reports. The CPR-based discharges are estimated from the change in
the population of veterans. Once the war ended, enlistments were minuscule compared to
discharges so the change in the population of veterans is a good approximation to discharges
after August 1945.

Figure 6: Raw data are from the U.S. Bureau of the Census, Current Population Reports,
Series P-50, No. 2. The monthly data first became available in March 1940. The variables
are seasonally adjusted using X-12.

Figure 7: Raw data are from the U.S. Bureau of the Census, Current Population Reports,
Series P-50, No. 13 and later. The data are not seasonally adjusted.

Figure 8: Civilian unemployment rates calculated from the U.S. Census Bureau Current
Population Reports, Series P-50, No. 2. The series are seasonally adjusted using X-12.

Figure 20: Raw data are from the U.S. Bureau of the Census, Current Population Reports,
Series P-50, No. 2. The civilian employment count is augmented by data on emergency
workers from the 1941-42 and 1945-46 volumes of the Economic Almanac of the Conference
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Board (Conference (1941-1942, 1945-1946). Population is the civilian population ages 14
and over. The series is seasonally adjusted using X12.

Figure 21: Nominal consumption expenditures and disposable income are from the Na-
tional Income and Product Accounts, annual data downloaded from FRED.

Figure 22 and Figure 23: All GDP components are from Gordon and Krenn (2010) and
are in 1958 dollars. The number in the armed forces is from the Current Population Reports,
the fraction of GOPO capital relative to business nonresidential capital is calculated from
Wasson et al. (1970) Tables 1 and 7 and then adjusted relative to total capital using modern
BEA tables, and labor-augmenting technology is based on smoothing labor productivity,
constructed as Gordon and Krenn’s (2010) real GDP series divided by Ramey’s (2011) total
hours series.

A.2 Data Sources and Construction for Okun’s Law Analysis

The Okun’s law analysis in Section 5 uses the following series: (i) real GDP, (ii) labor
productivity (measured by real GDP per hour, (iii) the labor force participation rate, (iv)
the unemployment rate, and (v) weekly hours per worker. The sample period for these series
is 1940Q1-2024Q1. Each variable for this period is constructed as follows.

(i) Real GDP. For the period 1940Q1-1946Q4, we use real GDP constructed by Ramey
and Zubairy (2018). For the period from 1947Q1, we use the current vintage of the
GDP series as of July 2024, available directly from the Bureau of Economic Analysis
website. We splice the two series multiplicatively using the ratio of the average values
for the period between 1947Q1-1947Q4 for which two series overlap.

(ii) Labor productivity. We construct the series by dividing real GDP by aggregate hours.
The construction of the GDP series is discussed above. Aggregate hours cover the total
economy including armed forces. For the period between 1940Q and 1947Q4, we use the
aggregate hours series constructed by Ramey and Zubairy (2018). For the remaining
period, the aggregate hours series that includes the armed forces is available from the
Bureau of Labor Statistics (BLS), Office of Productivity and Technology as “Total U.S.
economy: hours and employment” available at https://www.bls.gov/productivity/tables/total-
economy-hours-employment.xlsx. We express each of the two productivity series as an
index that takes 1 in 1948Q1 and then splice them together.

(iii) The labor force participation rate. For the period between 1940 and 1947, we collected
14+ civilian population, civilian labor force, and the size of the armed forces from vari-
ous issues of the Census Department’s Current Population Reports.. The participation
rate then is calculated by adding the armed forces to the civilian labor force and 14+
population and taking the ratio of the two. From 1948Q1 on, the labor force participa-
tion rate is readily available from the BLS’s Current Population Survey but covers only
civilians. We make an adjustment to this series that incorporates the armed forces.
The size of the armed forces is available from the BLS dataset discussed in (ii) above.
We add military personnel to both the numerator and the denominator. We make no
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adjustment to the age coverage (14+ vs. 16+) of the population series. We splice the
two series multiplicatively using the ratio of the average values for the period between
1948Q1-1948Q4 where the two series overlap.

(iv) The unemployment rate. For the period between 1940 and 1947, we use the data col-
lected from the various issues of the Census Department’s Current Population Reports,
namely, the civilian labor force, the armed forces, the number of unemployed, and the
number of emergency workers are all available from the same sources. We add the
armed forces to the civilian labor force to obtain the total labor force. Note that the
reported number of unemployed includes emergency workers. We count them toward
employed and calculate the adjusted number of unemployed as a ratio of the total
labor force. From 1948 on, the data on the number of unemployed and the civilian
labor force are readily available from the BLS’s Current Population Survey. We add
the armed forces to the civilian labor force to obtain the total labor force. The unem-
ployment rate is calculated as the number of unemployed divided by the total labor
force. Again, the size of the armed forces is available from the data discussed in (ii)
above.

(v) Average weekly hours. The data for March 1943 through 1947 are from the Census
Current Population Reports, P-50, no. 13, Table 11. These are average hours for
civilian persons at work. To create a consistent series for June 1941 through Febru-
ary 1943, we use FRED NBER Macrohistory series M08304USM310NNBR for average
hours per worker in non-agriculture, along with information from the Census’ Monthly
Labor Force Bulletin and Current Population Reports to create a series for all civilian
workers. For January 1940 through May 1941, we use growth in the NBER Macrohis-
tory series for average hours in manufacturing to project our series back. Starting in
1948Q1, the BLS dataset discussed in (ii) contains the series on aggregate hours and
employment for total economy (including the armed forces), from which we calculate
weekly hours. The level difference at the seam is adjusted multiplicatively by using
the ratio of the average values for the one-year overlapping period.

Note that the labor market data for the 1940s discussed above are reported as non-
seasonally adjusted data. We seasonally-adjust them by using the Census X12 software with
a default setting. To run the raw series through the X12 routine, we extend the underlying
data through 1964 from the same consistent source (Survey of Current Business). We then
use those seasonally-adjusted data through the late 1940s as described above.

B Neoclassical Model Details

The following provides the equations of the model with population and technology growth,
along with the first-order conditions and steady state conditions.

We assume that population grows at deterministic rate γpop. Labor-augmenting technol-
ogy Zt fluctuates around a deterministic growth path with growth rate γz. In order to solve
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the model, we transform all variables so that they are constant in steady state. After solving
the transformed model, we multiply the simulated values of the growth of population and
technology to obtain the path of the aggregates that can be compared to the actual data.

Lower case letters denote per capita versions of the aggregate variables in the main
text model, i.e., hours per capita are nt = Nt

Popt
. Variables that are also divided by the

deterministic part of technology (1+ γz)
t are denoted by lower case letters with hats, i.e., ĉt

= Ct

Popt·(1+γz)t
. Zt divided by its deterministic growth path is z̃t.

A representative household maximizes the present discounted value of utility:

U = E0

∞∑

t=0

βt

[
ln ĉt − ν

n1+ϕ
t

1 + ϕ

]
, (A.1)

where β is the discount factor and is less than unity. Utility depends on the logarithm of
nondurable goods plus services consumption, ĉt, and a CES function of total hours worked,
nt. Part of consumption services is flows from stocks of residential capital and consumer
durable goods. ν is the weight on the disutility of labor and ϕ is the inverse of the Frisch
elasticity of labor supply.

Total hours worked are the sum of hours worked in private production and conscripted
hours into the military:

nt = np
t + nm

t , (A.2)

where nP
t is hours worked in private production and nm

t is hours worked in the military. The
economy’s production function is Cobb-Douglas:

ŷt = k̂tot
α

t−1 (z̃tn
p
t )

1−α , (A.3)

where ŷt is privately produced goods and services, z̃t is labor-augmenting technology, np
t is

the quantity of labor used in private production, and k̂tott−1 is capital input defined as:

k̂tott−1 = utk̂t−1 + k̂gt−1, (A.4)

where ut is the utilization rate, kt−1 is the private capital stock (including nonresidential
capital, residential capital and consumer durable goods) at the end of period t− 1, and kgt−1

is government-owned, privately-operated (GOPO) stock of capital at the end of period t−1.

The capital accumulation equation must be modified relative to the one shown in the
main text because of the switch to normalized variables to account for the growth of both
population and technology. The capital accumulation equation is now:

Γ k̂t = (1− a(ut))k̂t−1 +Ψ

(
ît

k̂t−1

)
· k̂t−1, (A.5)
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where Γ = (1+γpop)(1+γz) is the factor accounting for growth of population and technology
that emerges when one divides both sides of the original capital accumulation equation by
population and technology.26 a(ut) is the depreciation rate on private capital and is an
increasing and convex function of the utilization rate ut. The assumed form of a(ut) is
modified relative to the main text in order to take account of growth. In order for ut to be
unity in steady state, we use the following modified functional form:

a(ut) = δ + δ′1(ut − 1) +
δ′2
2
(ut − 1)2, (A.6)

where δ′1 = δ + Γ
β
− 1, and δ′2 is proportional to δ′1.

Similarly, the functional form of the adjustment cost term must be modified to be:

Ψ

(
ît

k̂t−1

)
= δ + Γ− 1 +

(
ît

k̂t−1

− δ − Γ + 1

)
− ψ

2

(
ît

k̂t−1

− δ − Γ + 1

)2

, (A.7)

.

Letting ĝt denote government purchases of private output in period the resource con-
straint for private output is:

ĉt + ît + ĝt = ŷt, (A.8)

where it is private investment (including consumer durable goods purchases).

Total government spending is equal to government purchases of private goods (gt) plus
compensation of military personnel, which is the product of wages and hours worked by
military personnel, nm

t . We assume that the government pays wages equal to the private
production wage. Thus,

ĝtott = ĝt + (1− α)
ŷt
np
t

· nm
t . (A.9)

Government spending is financed with lump-sum taxation, so

ĝtott = t̂t, (A.10)

where t̂t is lump-sum taxes. In the representative household, perfect financial markets, and
rational expectations case, the timing of the lump-sum taxes has no effect: deficit spending
with later increases in lump-sum taxes is equivalent to balanced budget lump-sum taxes.

GDP is equal to private production plus government production, with the latter valued

26Note that our timing of the capital stock as the stock at the end of period means that we divide Kt−1

by population and technology at t, i.e., k̂t−1 = Kt−1

Popt·Zt
.
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by the wage bill for the military:

ĝdpt = ŷt + (1− α)
ŷt
np
t

· nm
t . (A.11)

In this economy, the sequences ĝt, n
m
t , and k̂

G
t are exogenously determined by war needs.

Labor-augmenting technology, Zt, is also exogenous. The social planner chooses sequences
ĉt, n

P
t , ut, ît, ŷt, and k̂

P
t to maximize the lifetime utility of the representative household given

in equation A.1, subject to the hours constraint in equation A.2, the production function
in equation A.3, the capital accumulation equation in equation A.5, and the economy-wide
resource constraint in equation A.8.

Since there are no distortions, the social planner problem gives the same allocation as
the competitive equilibrium. The Lagrangian for the social planner problem is:

L = E0

∞∑

t=0

βt

{
ln ĉt − ν

n1+ϕ
t

1 + ϕ
+λt

[(
utk̂t−1 + k̂gt−1

)α
(z̃tn

p
t )

1−α − ĉt − ît − ĝt

]

+qtλt

[
(1− a(ut))k̂t−1 +Ψ

(
ît

k̂t−1

)
k̂t−1 − Γk̂t

]}
,

where λt is the Lagrange multiplier and qt is Brainard-Tobin’s q.

The first-order conditions for (in order) ĉt, n
p
t , ut, ît, and k̂t are:

1

ĉt
= λt, (A.12)

νnϕ
t = (1− α)λt

ŷt
np
t

(A.13)

α ŷt

k̂tott−1

= qta
′(ut), (A.14)

1

qt
= Ψ′

(
ît

k̂t−1

)
, (A.15)

Γλtqt = βEtλt+1

{
αut+1 ŷt+1

k̂tott
+ qt+1

[
1− a(ut+1) + Ψ

(
ît+1

k̂t

)
−Ψ′

(
ît+1

k̂t

)
ît+1

k̂t

]}
,

(A.16)
where

a′(ut) = δ′1 + δ′2(ut − 1)
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and

Ψ′

(
ît

k̂t−1

)
= 1− ψ ·

(
ît

k̂t−1

− δ − Γ + 1

)
.

The equations for the steady state in the transformed variables, assuming k̂g = nm = 0
and Z = 1, are q = 1, u = 1, and:

nϕ+1 =
(1− α)

ν
· 1

ĉ/ŷ
, (A.17)

δ1 =
α ŷt

k̂
, (A.18)

î = (δ + Γ− 1)k̂, (A.19)

Γ

β
− 1 + δ =

α ŷ

k̂
, (A.20)

k̂

ŷ
=

α
Γ
β
− 1 + δ

, (A.21)

ĉ

ŷ
= 1− (δ + Γ− 1)

k̂

ŷ
− ĝ

ŷ
. (A.22)

Plug into production function, do a little algebra, to find analytical expression for the
steady-state ŷ:

ŷ =

[(
k̂

ŷ

)α

(z̃n)(1−α)

] 1
1−α

. (A.23)

The model implied model simulations for the untransformed variables can be found by
multiplying the transformed model impulse responses by the growth factors, e.g. Yt = ŷtΓ

t.
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