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1 Introduction

The US electricity grid has entered a period of historic transition. The share of renewable
electricity in generation has begun to rise rapidly from virtually nothing a decade ago
(see Figure 1), supported both by policy and significant falls in the capital costs of solar
and wind. This trend has been widely celebrated for the climate benefits it brings with it;
when solar and wind displace coal and gas, CO2 emissions fall.

However, both the academic literature and popular analysis have placed somewhat less
emphasis on the economic impacts of the transition to a clean grid. Chief among these
are lower wholesale power prices, and a displacement of fossil fuel activity. The former
is likely to lead to greater economic production, higher wages, and cheaper goods prices.
The latter may cause displacement of fossil fuel employment, and transitional pressures
as these workers retrain and shift into other sectors.

In this paper, we assess the first impact. We begin by developing projections of all-
inclusive capital costs for firmed solar, i.e. solar backed by storage, in the near future.
We then use these projections to construct bounds on wholesale electricity prices across
the US at a relatively fine geographic scale. We show that a move to a grid dominated by
firmed solar power is likely to see substantially lower wholesale electricity prices in most
areas of the United States, with power costs falling between 20% and 80% depending on
solar insolation and local land costs.

In a second step, we use these price bounds in a class of general equilibrium models
to estimate the impact on local wages and production of moving to a solar-dominated
grid. In the medium term (out to 2040), we find a fairly substantial increase in wages
(on the order of 2-3% nationwide), with large regional heterogeneity. Rural areas stand to
benefit the most, owing to a greater share of electricity in the factor inputs of their industry
concentration mixes. However, many large cities and counties in Texas and California also
see average wage rises of almost 5%, owing to substantial decreases in wholesale prices
in these sunny areas.

Finally, we consider the impact in the longer term. We outline a conceptual feature of
the coming era of clean growth that is qualitatively different to the recent era of fossil-
fueled growth. Namely, renewable capital accumulation relieves the aggregate drag of
finite resource extraction and rising energy prices. A significant part of innovative effort
since the 1970s has been directed at increasing energy efficiency to offset rising prices.
When electricity comes from zero marginal cost sources, such as sunshine and wind, ris-
ing resource prices stop constraining growth. The economy’s innovative resources then
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redirect away from energy-specific technical change to more general progress, raising the
aggregate growth rate.

In making the points of this paper, we are required to make some assumptions about the
future path of technology. While renewable energy is already the cheapest source of bulk
energy supply at many points on the US grid, much depends on what happens to capital
costs from this point forward, and in particular on continued falls in the cost of storage.
We make some assumptions that we believe are reasonable, but there will be many points
over which reasonable people can disagree, and we don’t resile from this. Our purpose
in this paper is to ask “What if?”, and think about a world in which renewable energy
is cheap, abundant and the dominant source of power in the US. We take recent techno-
logical trends in energy seriously, and analyze their impact through the lens of economic
theory. The landscape is littered with the bones of prognosticators who wrote off renew-
able progress, and we hope not to join that graveyard.

Related Literature. Our approach to evaluate the economic implications of the energy
transition differs significantly from other approaches in the literature, most notably Jenk-
ins et al. (2022), Bistline et al. (2023a), Bistline et al. (2023b) and Abhyankar et al. (2021).
These papers use detailed engineering and energy system models to compute the impli-
cations of economic stimulus policies and renewable subsidies on energy prices and re-
newable uptake. They build analyses of supply curves and transmission from the ground
up, along with modeling the use of energy in production, and study least cost investment
approach pathways to achieving net-zero under various technological assumptions and
policy scenarios. The literature around energy systems models is vast and influential; see
Pfenninger et al. (2014) for a review. Recent applications of to this approach to specifically
study the labor market impacts of renewable penetration include Jenkins et al. (2021) and
Mayfield et al. (2023). Complementary to this approach is empirical work by Hanson
(2023), who measures the local labor market effects of initial exposure to coal production.

Instead, we use projections of firmed solar capital costs in the near future to develop spa-
tial bounds on future wholesale prices, and then incorporate them into a general equilib-
rium spatial model. In this sense, our approach is most closely related to our current work
in Arkolakis and Walsh (2023). However, instead of developing a model of the grid and
transmission of energy across space, we focus on the local bounds as a measure of energy
cost changes across space. We then develop sufficient statistics to trace the impact of elec-
tricity price shocks onto wages at fine levels of disaggregation, without actually having
to estimate and solve a fully-specified economic model. We view this as complementary
to the successful energy systems modeling approach above, as while we abstract from the
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Figure 1: The Renewable Transition in the US
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detail and computational rigor imposed by these models, our simpler approach has the
advantage of being readily interpretable, and can act as a basic starting point to shape
analysis and policy.

There is an important economic literature that builds more aggregate macroeconomic
models to study the energy transition. Integrated assessment models have long stud-
ied the interaction between fossil fuel extraction and the macroeconomy, beginning with
the DICE model of Nordhaus (1993), and updated most recently in Barrage and Nord-
haus (2024).1 Work by Desmet et al. (2018), Bilal and Rossi-Hansberg (2023) and Cruz
and Rossi-Hansberg (2024) has pushed this literature to disaggregate the effects of climate
change and production shifts into heterogenous spatial impacts within countries, while
maintaining the discipline imposed by general equilibrium in the aggregate.2 In addi-
tion, recent work by Mehrotra (2024) uses updated technology cost assumptions to show
that the macroeconomic costs of transitioning to a net-zero economy are far smaller than
supposed even recently. Our work attempts to add to both of these research strands.

A separate literature endogenizes the direction of technological change in energy innova-
tion, building off the foundational theory of Acemoglu (2002), and applied to the context
of energy and the environment in Acemoglu et al. (2012) (see Gillingham et al. (2008) for
a review of earlier models). This literature continues to be active, with other important
papers in this direction being Lemoine (2024), Kanzig and Williamson (2024) and Ace-
moglu et al. (2023). An influential paper by Hassler et al. (2021) models the slowdown in
broader innovation and the increase in energy-saving technical change since the energy
price shocks of the 1970s. We build on this modeling framework in the final section and
show that when energy is provided by accumulable capital, as in the case of renewables,
rather than exhaustible fossil fuels, innovation resources can be redirected to broad inno-
vation and increase the aggregate growth rate.

2 Wholesale Power Prices In the Medium Term

Renewable energy has begun to grow rapidly in the US. Figure 1 shows that the share of
electricity produced by wind and solar has risen in all regions in the US, from virtually
nothing in 2010 to around 14% in 2024, with several regions seeing much higher penetra-
tion. In the bottom panel we show the aggregate flows of investment into renewables and

1A strand of the literature emphasizes the endogenous effects that access to electricity has on output
through energy prices, and incorporates supply and demand of energy in a macroeconomic model (Nord-
haus et al., 1973; Kypreos and Bahn, 2003; Edenhofer et al., 2013).

2See Desmet and Rossi-Hansberg (2024) for a recent review.
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non-renewables. The increase in electricity generation is being driven by rapid increases
in nameplate capacity for solar, wind and batteries. Fossil fuels as a group are shrinking,
while hydro and nuclear remain roughly stable. In Figure 17 in the Appendix we break
these flows out further. Within fossil fuels, coal has been rapidly exiting the grid, while
gas capacity continued to be built up until 2022 at roughly the same speed as wind energy,
though in the last year new investment has dropped off rapidly (see also Figure 19). Solar
investment has been consistently increasing over the last 10 years, to the point that in 2024
it currently accounts for the most new capacity investment out of all power technologies.
Utility-scale batteries are a very recent addition to the grid, but in the last two years have
begun to scale up rapidly, supporting the intermittent energy flows of solar and wind.

Analyzing the long-run price impact of moving to a renewable-dominated grid is a chal-
lenging endeavor. The US electric grid is enormously complicated, consisting of many
interlocking organizations and systems. The transition to renewables will have heteroge-
nous impacts on prices in different locations, depending on local renewable resources, the
pricing mechanisms of local utilities, and the strength of local transmission networks (a
point we explored in earlier work in Arkolakis and Walsh (2023)).

Here, we try and cut through some of this complexity. We consider a simple bounds ap-
proach that is helpful as a guide to shape thinking. This approach abstracts from most of
the grid’s complexity, and starts from the observation that capital costs are the dominant
direct cost in supplying renewable energy.3 Operating costs of renewables are negligi-
ble, and depreciation and maintenance expenses have proved to be very low. As a result,
upfront capital costs determine the economics of supply. In deregulated markets, particu-
larly those that have implemented Locational Marginal Pricing, such costs place an upper
bound on future steady state wholesale prices at any point on the grid.4

To make this point, we first note that renewable power generation capital is unlike con-
ventional fossil fuel generation assets in several respects. Three stand out in particular,
and form the basis for our analysis in this section.

First, renewables are modular. By this we mean that the generating unit comes in small
sizes available at constant fixed prices, many of which are strung together to form a plant.

3Throughout this paper we use renewable energy to refer solely to photovoltaic (PV) solar power and
onshore wind. These technologies are widely considered to be the dominant technologies in the medium
term, with offshore wind playing a more limited role in the US due to geography and regulatory constraints.
Other renewable technologies are either early stage and not cost competitive with PV and onshore wind
(such as geothermal and wave energy), or like hydroelectricity are mature with limited scope for expansion.

4We abstract from local distribution costs and fixed network charges which show up in retail prices for
this analysis, and return to them briefly in Section 3.5.
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In contrast, fossil fuel assets such as coal-fired power stations tend to be large, complex
installations with substantial fixed costs. This historically lead to a structure of centralized
generation in large plants, with transmission lines strung to load centers. The modular-
ity of renewables makes it easier to build them in smaller sized plants, and facilitates a
much more decentralized grid. While large installations certainly exist, recent renewable
projects tend to be of varying small and medium sizes, and are more dispersed around
load areas.5

Second, fuel costs are zero, and the productivity of the asset depends mainly on where it
is placed in space. Placing a solar panel in the sunshine or a wind turbine on a gusty ridge
occasions zero direct input costs over the life of the asset. However, electricity output will
differ widely across the country. The productivity of a solar panel in terms of total annual
electricity production is around two times higher in Arizona than in Maine (see Figure 18
in the Appendix). The divergence in wind potential across space is even starker. Average
wind power output is a cubic in average wind speeds. As a result, a wind turbine in the
windiest locations, such as South Dakota, will produce around 5 times the electricity of
the least windy locations, such as Florida.

Third, renewables are intermittent. As renewable penetration increases, more backup
from storage or rapid-response peaking plants is required. In what follows, we will as-
sume that in the medium run, renewables are completely backed up by battery storage,
and examine the cost implications.6

Combining these assumptions allows us to develop a simple asset pricing equation that
must hold in the long run wherever renewables are installed on the grid. Let Qℓt de-
note the all-in capital cost of a megawatt (MW) of firmed renewable capital in location ℓ,
whether solar or wind, inclusive of storage costs. Let θℓ be the expected annual output of
the capital unit in megawatt-hours (MWh), and pEℓ,t the average price of a MWh of electric-
ity in location ℓ at time t. Assuming there are annual depreciation costs that occur at rate
δ, and a cost of financing R0→t (where this should be read as the cumulative compound
interest rate from year 0 until year t, namely R0→t ≡ ∏t

τ=1(1 + rτ) ), we can write.

Qℓt =
T

∑
τ=1

R−1
t→t+τ(1 − δ)τθℓpEℓ,t+τ, (1)

5We will also assume that their modularity by its very nature encourages a reduction in the market
power of large incumbents. Bahn et al. (2021) caution that if renewable investment is developed primarily
by legacy fossil fuel incumbents, the effect on wholesale prices of lower generation costs could be muted.

6Around half of the current solar projects in the interconnection queue are hybrid plants with a storage
component, up from none just five years ago; see the Lawrence Berkeley National Laboratory here.
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where T is the lifespan of the project (typically around 30 years for solar panels, and
somewhat longer for wind energy). Appropriate adjustments can be made to incorporate
longer times to build; typically, once approved a new solar plant can be constructed in
12-24 months, with a wind project taking somewhat longer.

Crucially, this equation does not have to hold everywhere on the grid in the medium
term. There will be many places where wholesale power costs are lower than what would
be implied by local capital costs, particularly in dense urban regions and places with poor
renewable resources. In that case, equation (1) would be an inequality, with the left-hand
side being greater than the right. In such places, electricity will be imported from other
low-cost regions, with the ability to access their low prices driven crucially by transmis-
sion capacity. In addition, equation (1) may hold for solar in sunny regions, and wind in
windy regions, but it does not necessarily have to hold for both at the same time.

In places where it does hold, we can solve for the steady price of power that must occur
in these regions, by setting the wholesale electricity price pEℓ,t+s = pEℓ to its medium-run
average, and then writing

pEℓ = Q̄ℓ

(
θℓ

T

∑
τ=1

R−1
0→τ(1 − δ)τ

)−1

, (2)

where we let Q̄ℓ be the upfront medium-run investment cost of renewable capital, backed
up by storage to address its inherent intermittency.7 This shows that in the long run, in
places where renewables are installed, there are two essential determinants of electricity
prices across space: upfront capital costs Q̄ℓ, and potential expected annual output, θℓ.

Leaving aside potential for the moment, one can think about breaking down the capital
cost into several components that we can size across different areas:

Q̄ℓ = Plant Capital Cost + Balance of System Cost

+ Construction Cost + Land Cost

+ Regulatory Cost + Storage Cost. (3)

We can try to get a handle on each element of these, and think how they might change
into the future. For the rest of the paper, we are going to focus on solar power. While we

7This formula is very similar to what is often called the levelized cost of energy (LCOE) in the literature,
with the main difference being how depreciation expenses are treated.
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Figure 2: Firmed Solar Project Costs Now and in the Future
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Notes: Figure shows the breakdown of upfront installation costs of a kilowatt of solar power. Current
uses data from NREL in Ramasamy et al. (2023), along with author calculations. Future is based on author
calculations. Prices are in 2023 dollars.

expect wind power to be an important part of the generation mix of the future, the recent
explosion of solar power and its pairing with lithium-ion storage leads us to believe that it
will be the dominant technology. Its capital costs have been falling faster than the capital
costs of wind for a prolonged period, and in many places it is now the cheapest form
of unsubsidized bulk energy supply. As can be seen in Figure 19, the committed and
under-construction project pipeline in the US is dominated by solar projects and short-
duration lithium-ion storage, with wind a distant second (and fossil investment being
virtually absent). Nonetheless, the techniques we use here can easily be adapted to study
the impact of wind energy.

In Figure 2 we show the current breakdown of an installed unit of firmed solar capital
at utility scale. Our source for this is the National Renewable Energy Laboratory (NREL)
“U.S. Solar Photovoltaic System and Energy Storage Cost Benchmarks” for 2023. We make
three small adjustments to the estimate of this paper. First, we use the price for solar pan-
els coming from data from Bloomberg New Energy Finance in 2023, reflecting significant
falls in 2023 relative to 2022 (the data used by NREL). Second, while NREL includes land
leasing costs in operation and maintenance, we cumulate them and discount them to in-
clude them in upfront costs. We separately include depreciation and maintenance in δ on
the right hand side of equation (2). Last, we extend the amount of storage for each unit of
solar from 2.5 hrs to 8 hours, using costs from Bloomberg New Energy Finance in 2023.
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Allowing for 8 hours of storage per unit of solar capital makes each hour of sunlight
captured in any day across the year completely dispatchable on demand. The average
daily output of a 1 kilowatt (kW) solar panel across the United States is 4 kilowatt-hours
(kWh), with substantial heterogeneity across the country (see Figure (18)). This rises to
around 6 kWh in the summer months, and falls to 2 kWh in the middle of winter. With 8
hours of storage for a 1kW panel up to 8kWh of output can be stored, so that solar power
can provide for round-the-clock power (some panels supply while the sun is up, others
dispatch their stored output in the evening or in the early morning hours), with a buffer
for intra-week variability.

It is worth stressing this, since there is often some confusion in popular discussion of this
point. Fully dispatchable solar power does not require 24 hours of storage for each solar
panel. All it requires is enough storage so that each hour of sunlight captured in a day
can be dispatched at will. In a crude example, having 5kWh of usable sunlight a day
means that 5kW of solar panels, each with 5 hours of storage, can supply 1kW of power
continuously throughout the day. Increasing the storage buffer to 8 hours, or building an
extra 3KW of panels with 5 hours of storage, provides a reserve for cloudier days.

What about seasonal variability? The same location that has an average 5kWh of sunlight
throughout the year might see 3kWh in winter and 7kWh in summer. Lithium-ion batter-
ies are not ideal for long-term storage to offset this seasonable variation, as efficient use of
the asset requires continual charging and discharging cycles. To the extent that gas backup
is less available in the winter in a future renewable-dominated grid, this issue can be dealt
with via the combination of overbuilding and curtailment. This involves building enough
firmed solar to meet winter demand levels, and then in summer curtailing (or shutting
off) the excess generation.8

In practice, for our exercise what this means is lowering the “capacity factors” of firmed
solar. A capacity factor tells us what fraction of an average day 1kW of nameplate capacity
can generate 1kWh of power, which for solar typically ranges on the order of 0.2-0.25,

8Of course, it is worth noting that given enough time, the market would likely find a use for the excess
power in the summertime, and it would not be wasted. Endogenously lower summer prices would send a
signal to encourage flexible demand to ramp up in the summer. One can already imagine seasonal hydrogen
fuel production, desalination, and flexible computation loads responding to lower summer electricity prices.
We thus think of the 8-hour benchmark battery storage scenario we consider as fairly conservative. Tong et
al. (2021) show that when optimally mixing renewable wind and solar energy production –even with a three-
hour storage capacity– all the major economies in the world in terms of total GDP can offer grid reliability
(share of demand met by supplied renewable electricity) of about 80% and upwards. The reliability lowers
when the grid is entirely solar, to about 50% with three-hour storage, but even in this case adding 50% extra
capacity would lead to reliability upwards of 90%.
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Figure 3: Solar Module Prices and Projections
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depending on geography. We will proceed in this paper by abstracting from the issue of
seasonable variability. However, we found that applying the curtailment estimates from
Arkolakis and Walsh (2023) to lower firmed solar’s capacity factor, as well as increasing
the storage buffer from 8 to 12 hours, do not meaningfully change the results below.

We now discuss how we project the current costs of firmed solar power out to 2040.

We begin with the cost of the panels. In Figure 3 we show the historical price of a solar
panel per watt of output, which corresponds to the “Panel” cost in Figure 2. The decline
in price for panels has been extremely fast and prolonged by any standard, averaging 11%
annually in real terms since 1980, and 13% since 2000. This has caused the price of panels
per watt to decline about 100-fold between 1980 and 2020. It is safe to say that no-one in
previous decades imagined we would be here in 2024, with solar now the cheapest form of
unsubsidized bulk energy supply in most parts of the world. The question that confronts
us now is where this trend is heading.

There are a number of analyses in the literature that attempt to project solar costs into
the future. One of these is our own (Arkolakis and Walsh, 2023), which uses a structural
model of the world economy’s adoption of renewables, where progress in capital costs
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is driven by “learning by doing”, and which is disciplined with grid-level parameters.
Another influential piece in policy circles has been Way et al. (2022), which estimates sta-
tistical experience curves for a range of technologies, including solar, and backtests these
against historical data. We plot both of these out projections out to 2040 in Figure 3. Both
of these analyses predict a slowing in the trend rate of decline, and for largely the same
reason: as solar’s share of the world generation mix expands to significant levels, the next
doubling of capacity becomes progressively harder to achieve. While this is a reasonable
assumption, both of these projections look to have already been proved too conservative
by the stunning data in 2023 (visible on the graph), when costs declined almost 45% in a
single year. Historically, one could have done much worse at any point in the last 40 years
than just drawing a straight line in log space and pushing that forward a decade. Such
“naive” forecasts are also included in Figure 3.

Projecting costs at the historical rate of decline leads one to incredibly cheap capital costs
by 2040. Could a solar module really cost $20 per kilowatt, or even $10? This seems
somewhat fanciful from our vantage point in 2024. The raw materials alone currently run
to more than that, long before we think about the costs involved in production. At current
prices, the silicon in a 700 W module costs around $5. Then there is $6 of aluminum for the
frame, and $9 dollars of copper for the wiring. This is to say nothing of the glass, which
currently makes up 75% of the weight of a 35 kg 700W panel.9

But a little imagination can get us a long way from the $145 of mid 2023 to $20 in 2040.
First, both research and commercial efficiencies of solar panels have been steadily improv-
ing for decades. Perhaps the most famous figure ever produced by the NREL charts the
progress of record solar cell efficiencies by panel type (reproduced in Figure 20). Current
commercial solar cell efficiencies are around 20%. Improving this to 30%, well within the
realm of current lab efficiencies for multi-junction and hybrid cells, would lower cost by a
third for the same materials. Stripping out raw materials, as would be possible in a move
from monocrystaline to thin film or hybrid perovskite technologies, could lower costs by
a similar magnitude. Due to fact that disparate improvements propagate multiplicatively
to final cost, a further two-fold increase in manufacturing efficiencies, something that has
been achieved many times in the last few decades, suddenly gets us in the ballpark.

For this exercise, we will take a middle road, and assume a cost decline that places the 2040
cost of solar cells halfway between naive trend extrapolations and the current vintage of
model projections, so that a 2040 solar panel costs $40 per kilowatt.

9Our estimates for these numbers use data from Dominish et al. (2019).
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Figure 4: Battery Pack Prices and Projections
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Battery prices are today the largest component of a unit of firmed solar power. 8 hours
of storage capacity from lithium-ion batteries currently adds $1100 to the cost of a kW
of solar power. While certainly expensive, this cost has been declining precipitously, by
between 5 and 7 times in just 10 years, as shown in Figure 4. Going back 30 years, the cost
of lithium-ion storage has fallen around 50-fold. This is around as fast as the price of solar
modules have declined, and among the fastest cost declines recorded for any industrial
good in the US. Assuming the trend continues for the next 16 years leads to around $10
kWh. We will choose to be more conservative than these log-linear extrapolations, and
use the numbers from Way et al. (2022), which leads us to around $20 per kWh by 2040,
i.e. $160 for an 8-hour battery per kW. We note, however, that as with the huge decline in
solar panel prices in 2023, battery prices have already diverged below these projections,
falling 14% from 2022 to 2023, and a further 25% to mid 2024.

Balance of system (BOS) costs are the additional electrical components, such as transform-
ers, module racks and inverters, that are needed to complete the installation and connect it
to the grid. In historical forecasts of solar price declines, these costs were seen as a crucial
bottleneck hampering continued price falls. In practice however, being mainly manufac-
tured components, they have fallen quickly in price as well. NREL estimates that these
declined by about 60% between 2010 and 2022, or a yearly rate of decline 8.4%. We will
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assume this continues out to 2040.

Labor used in construction (“Fieldwork” in the terminology of NREL) consists of the labor
required to mount, install and connect the panels to the grid. While falls in the cost of labor
itself are unlikely, there has been consistent learning by doing in installation labor at both
the utility and residential scale in solar that has improved overall construction efficiency
in recent years. Then too, as the cost of panels and batteries decline, the economics of
larger installations becomes more feasible, as some of this labor is a fixed cost and can be
spread over more units.10 These forces are difficult to size quantitively. We assume that
the cost of fieldwork per kW declines by a third by 2040, but little changes in our analysis
if this component of cost remains constant.

Land lease payments to host solar farms are currently a relatively small fraction of costs.
This, however, may change in the future, as land prices are unlikely to fall significantly
in coming years. As other components decline, land becomes increasingly important.
Moreover, it is the only component of cost that differs significantly across space. We use
data from Nolte (2020), who provides high resolution estimates of private land values.
We average these at the county level (estimates presented in Figure 21). Land values differ
significantly across the United States, ranging from $1000 per hectare in remote rural areas
to over $1 million per hectare in New York City. These magnitudes significantly affect the
viability of solar projects in densely populated areas. We assume that these land prices
will be unchanged in real terms in 2040.

The “Regulatory” component computes the costs of applying for permits and environ-
mental approvals, which we leave unchanged to 2040. NREL additionally lists a category
of “Other” costs involved in project construction, consisting of Sales Tax, Management
and Profit. Since conceptually these costs are percentage additions to the final installed
project cost, we assume they remain proportional in 2040, and scale down accordingly.
The final wholesale power price bound is presented in Figure 2. A unit of firmed solar
power falls from $2,145 in 2024 to $570 in 2040.

Land, labor and regulatory costs eventually become the dominant component of installed
capital costs, accounting for more than half of total cost by 2040. Beyond this point, the
power of further falls in solar module, battery and balance of system costs to push down
the steady-state wholesale price of power becomes muted. Indeed, without significant
efficiencies in installation labor, and big increases in module efficiency that would allow

10Automation of installation and replacing construction labor with robots is also a nascent possibility, see
here.
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Figure 5: Firmed Solar Cost Comparisons
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Notes: The Figure shows the comparison of firmed solar capital costs based on our calculations and different
models in the literature, using data from the Appendix S1 of Bistline et al. (2023b). We extract solar PV
estimates for the different models add low and high estimates of battery capital costs from estimates of
NREL (Cole and Frazier (2023)) by multiplying their 4-hour battery costs estimates by 2, to obtain an 8-hour
estimate. The models detailed here are EPS-EI, which refers to the Energy Policy Simulator, GAM-CGS
the Global Change analysis model, the REGEN-EPRI the U.S. Regional Economy, Greenhouse Gas, Energy
(REGEN) model developed and maintained by the Electric Power Research Institute (EPRI), and NREL the
U.S. Department of Energy National Renewable Energy Laboratory’s Regional Energy Deployment System
(ReEDS). Prices are in 2023 dollars.

a significant reduction in land costs, it is very difficult to see how solar project costs go
below 200-300 dollars per kilowatt even in the very long run. We state this with some
caution, of course, noting the long history of failed predictions and overages on how low
solar costs could conceivably go.

Comparison of our estimates to leading projections in the energy systems literature dis-
cussed above reveals that our estimates are optimistic, but not unrealistic. In Figure 5 we
juxtapose our predicted firmed solar capital costs to estimates from various simulated en-
ergy system models in the literature, as summarized by Bistline et al. (2023b). We see that
our estimates mostly agree with others in the literature in 2030, but then the decline in
our estimates continues to new lows while declines in all other estimates tend to peter out
from 2030 to 2035. At the heart of this difference is that all those models assume that both
solar PV and battery cost declines will start significantly slowing down in the next decade.
We also assume that the declines will continue at a slower pace than recent decades, but
that this pace will still be quantitatively significant.
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We now use our estimated 2040 capital cost in conjunction with equation (2) to compute
the bound on wholesale prices in 2040. To do so, we first need estimates of θℓ, the average
amount of electricity produced by a panel in a year at different places in the US. This is
provided by the Global Solar Atlas for the United States at a very granular level, and we
plot estimates of panel output in Figure 18. The spatial variation is marked: a 1 kW system
in Southern California produces 1,825 kWh a year. The same system in Seattle produces
1,277 kWh a year. This significantly impacts the future implied prices across space, since
in sunnier areas it translates directly into a lower price per each kWh needed to justify the
upfront capital cost of equation (3).

The final implied price bounds from equation (2) incorporating all this information are
plotted at the county level in Figure 6. Prices range from around $20 per MWh in sunny,
sparsely-populated areas, to above $35 in densely-populated urban corridors, with the
payroll-weighted average being $27. In most parts of the country, this represents a sig-
nificant decline on wholesale prices in 2024. We collect current wholesale prices from the
Energy Information Administration for the major Regional Transmission Organizations
(RTOs) and Independent System Operator (ISO) pricing hubs, as well as regions that do
not use locational marginal prices, and then plot the implied price decline in Figure 22.
Price declines range from 20% in the densely-populated parts of Midwest, to 40% in the
New York and the South, and all the way up to 80% in California, Texas and much of the
West.

The advantage of taking this bounds approach is that we can say something about future
prices with a minimal set of assumptions. As we will see below, knowing the bounds on
electricity prices allows us to derive a full set of general equilibrium wage responses, and
assess the macroeconomic impact of the renewable transition. The disadvantage is that
we can say nothing about quantities. We cannot predict how much firmed solar capacity
will be installed in any particular place, nor even a potential range of quantities. For that,
one really does need a fully-specified structural model of the US economy, complete with
assumptions about local demand curves for electricity in general equilibrium, and stocks
of alternative technology capital like natural gas and nuclear (such as in Arkolakis and
Walsh (2023)).

Nevertheless, the advantage of our approach is significant, and so it is worth probing a
little further the minimal assumptions the analysis above rests upon.

First, let us note that our methodology does not assume that the grid of the future is fully
supplied by firmed solar. Even with large amounts of battery storage, there will still likely
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Figure 6: Future Implied Wholesale Price Bounds Across the US

Notes: Figure shows the implied bound on wholesale prices using equation 2 for 2040. Prices are in 2023
dollars.

be a need for gas backup, in certain areas and at certain times, for years to come. Second,
the fleet of US nuclear plants are fully depreciated at this point, and they have a minimal
marginal cost of supply. While the existing plants are relatively old on average, there
appears to be little technical barrier to extending their operating lifetimes for decades
more.11 The electricity they produce is carbon-free, and also free of the many additional
pollutants pumped into the atmosphere by coal and natural gas turbines.12 As such, they
are a valuable asset in a world of clean power, and will likely continue to supply up to 800
terawatt-hours (TWh) for many years to come, enough for 20% of current US electricity
demand.

11See, for example, the Department of Energy here.
12Given that it is somewhat difficult to adjust nuclear power plant output rapidly, nuclear plants are

particularly unsuitable to a regime dominated by unfirmed solar power, where high output during the day
pushes down midday prices dramatically. In recent times California and Australia, with their excellent solar
insolation, have seen protracted negative price events during the day, with generators having to pay to bid
into supply. To us, this seems like a clearly temporary phenomenon as battery storage scales up.

17

%20https://www.energy.gov/ne/articles/whats-lifespan-nuclear-reactor-much-longer-you-might-think


Instead, what we assume holds is a simple no-arbitrage condition: that the low fixed costs
of firmed solar, and its relative ease of construction, places a ceiling on what local genera-
tors can charge in the medium term without inducing additional solar entry. Behind this
is the implicit assumption that marginal entry into new solar within each county is elas-
tic, so that if wholesale electricity prices rise (say, because demand increases), new firmed
solar can easily be constructed locally. One might well ask if this is true in all areas in the
US.

In particular, a dominant concern in popular analyses has been whether there is enough
land for the renewable energy transition. Is there enough land available locally for elas-
tic entry to be a reasonable assumption? In the aggregate, available land is clearly not a
binding constraint. The US consumed 4,178 TWh of electricity in 2023 according to the
Energy Information Administration (EIA). Using data from the National Renewable En-
ergy Laboratory (NREL) on developable land area for solar power in the lower 48 states
of the continental US, we estimate that there are over 83 terrawatts (TW) of potential solar
capacity available in their “Reference Case”. Combining this with the data used above on
total solar insolation at the county level, total current US power demand represents about
2% of developable solar capacity in the continental US.13

But what about locally? We can use data from the Quarterly Census of Employment and
Wages (QCEW) to form a detailed picture of the county industrial structure at a relatively
fine level of industry disaggregation (6-digit NAICS, or around 1000 different industries).
Some industries, such as mining, milling and manufacturing, are relatively electricity in-
tensive, using large amounts of power for production. Other industries, such as legal
services and personal care, use comparatively little electricity. Differences in local indus-
try structures then lead to differing amounts of power usage across space. We can get
a measure of relative industry electricity demands from aggregate sectoral data in the
input-output tables, which records how much each industry spends on electricity annu-
ally. Assuming this is approximately proportionate at the local level allows us to form a
county-level estimate of demand for electricity from industrial and commercial use. To
complete the picture, we add residential demand, assuming this is proportional to county
population.14

13Total developable solar capacity in the Reference Case of the NREL dataset represents around 30% of
land area in the continental US. As such, meeting current demand solely from solar power is feasible using
less than 0.6% of total land in the continental US, not inclusive of rooftop potential. For reference, this would
be around 5 times the land currently used for golf courses.

14While this will not be exactly true, as the local climate will impact electricity use per household, it is a
reasonable first step.
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Figure 7: Current County Demand Relative to Local Potential
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In Figure 7 we plot an estimate of county level demand for electricity in 2023 against
the fraction of local developable solar potential capacity from the NREL data that would
need to be developed to meet that demand. We use their Reference case to form county-
level estimates of developable solar capacity. Under this case, many areas are excluded
on a very fine geographic scale from developable potential under this case: built up ur-
ban areas, conservation easements, federal Department of Defense lands, infrastructure
setbacks, regulatory bans and moratoriums, and elevated/unsuitable terrain.

We estimate that the vast majority of counties in the US would be able to meet their power
needs locally, without the need for transmission from other counties. Of the 3,109 US
counties, 2,705 could meet all of their current power demand by developing less than 10%
of the land the NREL estimates could be converted to solar power production. We note
that this is far less than 10% of the actual land of the county. Another 312 counties could
conceivably run entirely on local supply, but would need to develop much or most of the
potential capacity the NREL estimates is available.

However, 92 US counties use power far in excess of what could ever be supplied locally
by firmed solar. These are mainly populous, urban counties such as Los Angeles County,
Harris County in Chicago and New York County, which covers the island of Manhattan.
NREL estimates that there are 3 square kilometers of Manhattan that could in theory be
turned over to solar power production (out of a total of 59). This would provide power
for about 0.02% of Manhattan’s demand. Clearly, populous urban counties will need to
source their power from other places.

But how much long-distance transmission is actually required? In Figure 8 we consider
the amount of potential available in a broader local area: within 100 miles of the county
centroid. We add up all the local developable solar potential, as well as all demand from
counties within this radius, and then compute a measure of demand relative to potential
within 100 miles. We plot this against the total land requirement of meeting demand.
Now even the large urban counties (for the most part) are well able to meet their demand
locally. Moreover, 94% of counties would require less than 5% of local land for power
production, and in most cases significantly less.

While we make no prediction that autarky will be the actual outcome for many counties,
this analysis does support the assumption that elastic entry is not severely challenged by
local constraints on the availability of developable land for solar projects. As such, solar
capital costs will create competitive pressure on wholesale generation in all parts of the
US. Meanwhile, the transmission network will remain crucial in ensuring access to low
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Figure 8: Local Land Requirements for Solar
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Economic Analysis.
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cost supply from other areas, particularly for dense urban areas. We return to considering
the build out of the transmission network in Section 3.4.

3 The Macroeconomic Impacts of Lower Power Prices

Wholesale prices fall anywhere from 20% to 80% out to 2040, depending on the local
solar resource, initial electricity costs and local land costs. This is a large change in a
key input price into production. How should we think about the impact of such changes
on economic output?

Much recent work in economics has studied the passthrough from fundamental produc-
tivity and price shocks through to final economic activity and welfare. Many considera-
tions emerge, such as how the shocks affect market power, reallocation of factors across
uses, and the direction of technical change (see Baqaee and Rubbo (2023) for a discussion
of some of these issues). Here, we will keep our analysis relatively simple, and focus on
the regional exposure to energy price falls in general equilibrium. We conduct our analysis
at the county level.

3.1 The Setup

Consider a spatial economy with locations ℓ, and sectors s. Workers live in these locations
(for example, Los Angeles County CA, or Yellowstone County MT) and choose a sector to
work in (for example, aluminum smelting, finance, or hospitality). Firms produce and sell
products within narrowly defined sectors, selling their products both locally and across
the country. To produce, they need to hire labor, buy some intermediates inputs, and use
some electricity.

We assume that firms produce a unique differentiated variety i. Firm i located in location
ℓ and sector s produces output according to the production function

yi = ziFℓs(l, e, X),

where l is labor, e is electricity and X is an aggregator of a vector of intermediate sec-
toral inputs x. zi is an index of firm level TFP as in Melitz (2003). Note that the pro-
duction function Fℓs(·) may be location- and sector-specific. This production function
allows, for example, for exogenous local productivity differences as in Redding and Rossi-
Hansberg (2017), and endogenous agglomeration forces that are location-sector specific,
as in Bartelme et al. (2017), as long as these are taken as given by the firms.
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Electricity is a local factor of production, with a price pEℓ . Labor has a price specific to the
location and the sector, wℓs, arising from imperfect substitution across sectors within a
location, and less than infinite elasticity of labor supply across space.

The exogenous productivity zi is drawn from a distribution Ψℓs(z), which may depend on
location or sector. Intermediate inputs enter through the aggregator in a symmetric way
for all firms (though they may use this with different intensity) so that X = f (x). We
further assume that this aggregator take the same form as the final good aggregator, so
that both the intermediates price and the final good price serve as the numeraire.

Firms innovate a variety and enter the market by paying an entry cost, defined by gℓs(l, e) =
1, in terms of local labor and electricity. We assume g is constant returns to scale. The re-
sulting entry cost is denoted Gℓs(wℓs, pEℓ ). Firms exit at an exogenous rate ξ.

Cost minimization for a given level of output y allows us to write a cost function

Cℓs(y; wℓs, pEℓs, z) = z−1yvℓs(wℓs, pEℓs),

where v is the average unit cost function for a location-sector pair.

We suppose the output market gives rise to a concave revenue function for the firm that
takes the form

Bℓs(y) = Dsr(y), (4)

where r(y) is continuously differentiable and concave, and where Ds is an aggregate sec-
toral demand shifter. This shifter is understood to be a fully endogenous object in general
equilibrium, and a function of all prices in the economy, but the firm takes it as given.15

As we discuss in the Appendix, many demand systems have a revenue function that takes
this form, including the classic Constant Elasticity of Substitution (CES) demand system
and single aggregator demand systems (see e.g. Arkolakis et al., 2012, Matsuyama and
Ushchev (2017)).

So far we have not said much about the consumer side of the model, except the ones
implied by equation (4), or how the investment costs to create firms are financed. In the
Appendix, we discuss a general framework that will lead to this demand structure, as well
as specifying how workers choose where to work and live, and a full dynamic structure
for preferences. For now, all we require is that worker labor supply is increasing in the

15Notice that this is not a completely innocuous assumption. For example, in our context it implies the
absence of trade costs or differential wedges across location-sector pairs.
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wage wℓs. Furthermore, different assumptions on the demand and market structure will
result in a different form of the market shifter Ds. We make such assumptions explicit
in Section 3.3 and discuss how they allow us to solve for the general equilibrium of the
model.

Without presenting and defining the full equilibrium structure for brevity (we do so in
full in the Appendix), the key equilibrium condition we use for analysis is the free en-
try condition, which allows for an intuitive treatment of the local incidence of electricity
price shocks. This ensures that discounted expected profits equals the entry cost, and in a
steady-state takes the form

G(wℓs, pEℓ ) =
∞

∑
t=0

R0→t

(∫
z

[
max

y
Dsr(y)− Cℓs(y; wℓs, pEℓs, z)

]
dΨℓs(z)

)
. (5)

where as above, R0→t is the cumulative interest rate.

3.2 Local Wage Responses to Changes in Electricity Prices

Let the local price of electricity be pEℓ in the long run. We use the bounds derived above
in Section 2 as an exogenous change in the local price of electricity driven by uptake of
firmed solar power across the grid.

Proposition 1 Assume that the free entry condition (5) holds. Then the general equilibrium re-
sponse of wages wℓs in location ℓ and sector s in response to a local change to the price of electricity
is given by

d log wℓs = −
ΦE

ℓs
ΦL

ℓs
d log pEℓ + (

ΦE
ℓs + ΦL

ℓs + ΦX
ℓs

ΦL
ℓs

)d log Ds, (6)

where ΦE
ℓs is total local sectoral expenditure on electricity, ΦL

ℓs is expenditure on labor and ΦX
ℓs

is total expenditure on intermediate inputs. d log Ds is a measure of sectoral demand changes as
electricity prices fall across the country.

The intuition for this formula is simple.16 Focus first on the term concerning d log pEℓ . If
local costs of electricity fall, all else equal this causes local firms to become more prof-
itable. In general equilibrium, this causes new firms to enter and incumbent firms to

16A similar formula is derived in Eckert et al. (2022) for declines in the investment price of capital, and
the methodology derived there is the basis for our analysis here.
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increase their labor demand and output, until that increase in profitability is eroded away
by higher wages, and balance is restored. The strength of this effect is directly propor-
tional to the intensity of electricity relative to labor in production. The intuition for the
d log Ds term is similar. If aggregate sectoral demand increases (say, because of rising in-
comes), and firms are not competitive price takers, then firm level profitability will again
rise. This necessitates an increase in the cost of local labor to balance out the increase in
profitability, and more so in places where labor is a smaller share of local sectoral input
expenditure.

It is also worth stressing how general this result is, and thus how suitable for analyzing
both the aggregate and distributional consequences of the transition to clean energy. To
size the first term on the right hand side of equation (6), we need to know nothing about
elasticities of substitution between electricity and other inputs, either at the firm level or
at the aggregate level. Indeed, so long as relationship (4) is satisfied we do not need to
know the details of any of the production functions. Importantly, we need no knowledge
of firm-level heterogeneity or the firm size distribution.

Likewise, we need know nothing about labor supply elasticities or the ease of reallocating
factors across firms to derive this expression. All we need is that labor is not perfectly
mobile (or infinitely elastic) across space in response to wage changes, so that there is an
upward sloping labor supply curve for each region, and for each sector. However, the
shape of this curve is unimportant. Lastly, there is no requirement that the economy be
efficient or close to an efficient equilibrium.17

Sizing the effect of the second term on local wages requires making further parametric re-
strictions, and we return to this in Section 3.3 below. The magnitude of the effect demands
on a parameterization of “aggregate demand externalities”, which are common in models
of monopolistic competition, and the exact details are model dependent. It is also worth
noting that this term can be exactly zero in a model of competitive, price-taking firms with
constant returns to scale production functions.

The nature of the exercise we undertake is to use the price bounds developed in Section
2 to form an estimate of d log pEℓ , and then use equation (6) to trace through the general
equilibrium impact on wages. We focus on wages first because of the excellent local data

17While this formula bears some superficial resemblance to Hulten’s theorem and related results, it is
quite distinct, and arises from the basic requirement of zero expected profit after firm entry costs are paid. If
firm production functions are constant returns to scale, and markets are competitive, dlogDs = 0 and only
the first term on the right hand side appears. A more general version with different factors is derived in
Eckert et al. (2022), from which we take inspiration here.
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on sectoral employment and wages, available at very fine levels of geographic and sec-
toral disaggregation. Second, as long as the aggregate labor share is stable (or almost
stable), and differences in goods prices across space are abstracted from, wage changes
are a simple sufficient statistic for welfare.18

Direct Regional Effects. While it easy to derive the impact on local sectoral wages, es-
timating the impact on average wages in a location requires knowing how easy it is for
labor to reallocate across sectors. Let µℓs be the employment share in sector s in location ℓ.
We can write the change in average wages in location ℓ as

d log wℓ = d log(∑
s

µℓswℓs)

= ∑
s

µℓswls

∑s′ µℓs′wℓs′
(d log wℓs + d log µℓs). (7)

Now suppose that we look at relatively fine industry classifications, so that no one indus-
try is especially large. Furthermore suppose that the long-run labor supply elasticity is the
same across industries and constant at η (we provide a standard microfoundation in the
Appendix). We then define a measure of exposure of local wages to the electricity price
by combining (6) with (7) to get

d log wℓ = ∑
s

µℓswls

∑s′ µℓs′wℓs′

ΦE
ℓs

ΦL
ℓs︸ ︷︷ ︸

Ωℓ≡Direct Exposure

d log pEℓ + η ∑
s

µℓswls

∑s′ µℓs′wℓs′

(
ΦE

ℓs

ΦL
ℓs
− ∑

s′
µls′

ΦE
ℓs

ΦL
ℓs

)
︸ ︷︷ ︸

Labor Reallocation Across Sectors

d log pEℓ + Γℓ︸︷︷︸
G.E. term

.

(8)

We begin the quantitative analysis by examining wage growth induced by direct expo-
sure. We calculate Ωl at the county level. To get measures of local payroll and employ-
ment, we use the Quarterly Census of Employment and Wages for 2023. We let s be a
four-digit NAICS sector.

Electricity intensity is only measured well in a comprehensive way in the national input-
output tables. For 392 four-digit industries, we construct the ratio of total sectoral expen-
diture on “Electric power generation, transmission, and distribution” to total employee

compensation, which measures ΦE
ℓs

ΦL
ℓs

at the sectoral level. We then do two imputations.
First, we impute this ratio for missing industries via averaging the ratio (weighted by

18In the class of models we consider in Appendix (B), with CES sectoral demand, firms profits are pro-
portional to sales. Thus the only source of instability in factor shares comes from the aggregate elasticity of
substitution between labor and energy. However, given energy’s quantitatively small share, in practice this
means the labor share of aggregate income is approximately stable.
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Figure 9: Direct Exposure to Electricity Price Falls
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Notes: Figure shows the calculated direct exposure measures Ωl from equation (8) at the county level.
Data uses the Quarterly Census of Employment and Wages (QCEW) and the Bureau of Economic Analysis’
Input-Output tables for 2023.

employment) at the three digit level for the four-digit industries for which we have obser-
vations, and then applying this ratio to the missing four digit industries. We repeat the
procedure at the two digit level for four digit industries which have no other observations
in their three digit family. Second, we use the national-level industry ratios to proxy for
the local level ratios. We recognize that heterogeneity in local factor prices are likely to
cause some measurement error here, but without better local data this is a good first step.

There is a large amount of heterogeneity in electricity intensity by detailed industry code.
In Table 1 we show the 25 most exposed industries. Far and away the biggest consumer of
electricity is aluminum smelting, where the ratio of electricity payments to labor compen-
sation is almost one-for-one. This is due to the energy intensive nature of the electrolysis
process, which converts alumina into aluminum useful for production. However, many
other manufacturing and resource extraction industries, such as cement manufacturing,
pulp mills and metal mining, are also highly electricity-intensive.

We then plot the direct exposure index Ωl in Figure 9 against area size as measured by
employment. There is a clear negative correlation with population. This arises because
electricity shares are lowest in service establishments, particularly in non-tradable ser-
vices like Retail, Hospitality and Education. In the data, there is a well-known strong
correlation between population density and the percentage of employment in services,
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and this shows up in the ratio of payments to electricity to payments to wages inferred
from the input-output tables. Large cities (employment above 1 million) have an average
exposure of 0.026. This doubles in counties with population under 10,000, due to their
proportionally greater employment in manufacturing and resource extraction.

The labor reallocation term in equation (8) occurs when the average wage in an area shifts
due to employment composition changing in response to industry-level wages moving.
It is governed by the local labor supply elasticity η, which determines how labor moves
between sectors in the short-run in response to within-location wage changes.19 Estimates
in the literature tend to place this number around 0.2-0.7 (Artuç et al., 2010). We will use
the average elasticity for both college and non-college workers estimated in Eckert et al.
(2022) (which one of us developed), and take a value of 0.5. We plot the resulting expo-
sure terms with labor reallocation added against the original exposure terms in Figure
24. Doing so has the effect of slightly muting the direct exposure in places that have less
employment in exposed industries, since average wages in these less exposed industries
(like Business Services) tend to be higher on average than wages in manufacturing. The
opposite occurs in the more exposed areas. Overall though, for reasonable values of the
labor supply elasticity this does not change the picture.

As such, areas with lower population density are in theory most exposed to the coming
impacts of clean power. The actual changes, of course, will depend on the interaction of
exposure with the falls in average prices, which are spatially heterogeneous.

In Figure 10 we plot the county-level average wage changes implied by interacting the di-
rect exposure and labor reallocation terms of equation (8) with the 2040 implied price falls
from Figure 22. Projected wage changes differ markedly across space. As with exposure,
there is a mild rural bias in wage growth. This stands in stark contrast to recent wage
growth trends in the US, which have overwhelmingly been urban-biased since 1980 (see
Eckert et al. (2022)). Overall, the impacts from direct exposure are relatively modest: the
average payroll-weighted real wage increase is 1.8% for the US as a whole. However, there
are several large cities and counties that see greater rises. Table 2 in the Appendix shows
the top 10: Salt Lake City, Los Angeles and Dallas all see real wage increases of almost 4%.
This owes mostly to the fact that given their excellent solar insolation resources, and high
current power prices, they are projected to see substantial falls in wholesale power prices.

19It is still the case that across-location labor supply elasticities have no bearing on the first-order wage
change formula developed in (8).
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Figure 10: Wage Changes from Direct Exposure
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Notes: Figure shows the calculated direct exposure measures Ωl from equation (8). Data uses the Quarterly
Census of Employment and Wages (QCEW) and the Bureau of Economic Analysis’ Input-Output tables for
2023.

3.3 General Equilibrium Aggregate Demand Effects

In general equilibrium, there may be additional effects associated with aggregate demand
expansion. In general, lower electricity costs will lead to greater output, which in turn
raises demand for all the firms in the economy. In general, to be consistent with free entry,
wages will rise further than is implied by the direct impacts. As noted above, such effects
do not appear in all types of models, which is why we began with the direct effects. In
particular, if markets are fully competitive and production is constant returns to scale, as
in a traditional analysis, then the effects estimated above are the true effects.

Let us continue to abstract from the role of intermediates and trade costs. We further
assume that sectoral spending shares at the aggregate level are constant, and that firms
face CES demand. In that case, we show in the Appendix that the change in the sectoral
demand shifter firms face is simply given by

d log Ds = d log Y − d log P1−σs
s , (9)

where Y is aggregate income, and Ps is a sectoral specific price index, with σs being the
elasticity of substitution across goods. The intuition is straightforward. When electricity
prices fall, aggregate income rises (because of greater output). All else equal, this increases
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spending on firms’ goods coming through d log Y. Offsetting this is that greater aggregate
output induces entrepreneurship and the entry of new firms, who create more compe-
tition for existing firms. This shows up in the sectoral price index, d log P1−σs

s , and acts
to dampen firm-level demand. Deriving expressions for these two objects is relatively
straightforward under standard assumptions on production functions.20 We have

d log Y = ∑
ℓ

∑
s

σs

σs − 1

(
wℓsLℓs + pEℓ Eℓs

)
Y

(
ΦL

ℓs
ΦL

ℓs + ΦE
ℓs
(d log wℓs + d log Lℓs)

+
ΦL

ℓs
ΦL

ℓs + ΦE
ℓs
(d log pEℓ + d log Eℓs)

)
. (10)

So the percentage change in aggregate income is just the activity-weighted change in local
sectoral payroll and electricity sales.21 It turns out that under the same assumptions

d log P1−σs
s = d log Ys −

1
σs

∑
ℓ

wℓsLℓs + pEℓ Eℓs

γsY

(
ΦL

ℓs
ΦL

ℓs + ΦE
ℓs

d log wℓs +
ΦL

ℓs
ΦL

ℓs + ΦE
ℓs

d log pEℓ

)
,

where the change in sectoral income d log Ys is analogous to equation (10). Then, as long
as we have some notion of the elasticity of substitution across firms at the sectoral level
σs, we can compute these terms given the data we’ve already outlined above.

Directly estimating sectoral elasticities of substitution is complicated, and beyond the
scope of this exercise. Many studies in the literature find values in the range of 3 to 8 (see,
for example, Hottman et al. (2016); Gervais and Jensen (2019) ).22 We will use a value of
4 across industries, which is common in models of consumer demand and firm dynamics
(Garcia-Macia et al., 2019; Peters and Walsh, 2022). One can show that a higher value for σ

dampens the general equilibrium effects, and in the limit as σ → ∞ there is no aggregate
effect of demand expansion. In addition, we’ll assume that the medium-run elasticity of
demand for energy is around -0.5, consistent with estimates from the empirical literature
(Labandeira et al., 2017).

In Figure (11) we show the county-level wage changes now including the general equi-
librium effects. In general, these effects operate to dampen the wage changes of the

20In particular, that production functions are constant returns to scale, and that the costs to start a firm are
denominated in units of the final good.

21This arises because of the fact that in models of CES demand with constant returns to scale production
functions, profits are just proportional to sales, and so are also a constant fraction of expenditure on inputs.

22Demand elasticities, which correspond to the elasticities of substitution here, can also be inferred from
estimates of markups at the industry level, such as in Hall (2018), which would give numbers around 4.
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Figure 11: Wage Changes with General Equilibrium Effects

0.0

2.5

5.0

7.5

10.0

12.5

0 5 10 15
Base Wage Changes (%)

W
ag

e 
C

ha
ng

es
 W

it
h 

G
.E

. E
ff

ec
ts

 (%
)

Notes: Figure compares the county level wage changes from direct exposure with the wage changes includ-
ing the general equilibrium effects compute from equation (9).

most exposed places, as such places see more entry and firm creation (operating through
d log P1−σs , which acts as a competitive spur to incumbent firms. As such, their profits
increase by less than that implied by just the direct effect, and the local sectoral wage need
not rise as much.

In contrast, places with low direct exposure see higher wage growth. This mainly comes
from aggregate income rising as power prices fall, some of which then gets spent on low-
exposure industries like personal services, food and accommodation. One can think of
the general equilibrium effects as redistributing the income gains from the most exposed
places and sectors to the least. All in all, these effects are relatively modest, and do not
substantially change the conclusions of the initial analysis. The aggregate effect on na-
tional wages from transitioning to firmed solar power rises from 1.8% to 2.6%.

3.4 The Gains From Grid Integration

As we have emphasized, the spatial heterogeneity in price bounds presented in Figure
6 will not represent the true heterogeneity in prices observed on a solar-dominated grid.
While the free-entry condition implies an upper bound on prices, actual prices will be sig-
nificantly below this bound in many areas. In particular, dense cities and suburbs, lacking
cheap land for solar installations, will import much of their power consumption from sur-
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rounding areas using existing transmission infrastructure. The prices observed there will
be closer to that seen in price nodes in rural areas, with adjustment for congestion.

The pricing formula used in many areas that implement Locational Marginal Pricing23 is

pEℓ = µ︸︷︷︸
System Generation Cost

+ µ
∂L

∂Dℓ︸ ︷︷ ︸
Loss Adjustment

+ ∑
k

zk︸ ︷︷ ︸
Transmission Constraints

.

That is, the price in an area depends on three components. First is the system generation
cost, or the marginal cost of generation for the last unit that bids into supply within that
area. Second is a term that adjusts this cost by the marginal impact on system units of an
additional unit of demand Dℓ for power in location ℓ. Lastly, for each transmission line
k that connects to location ℓ, there is an addition to the price which reflects whether that
line is constrained, and the effect of an additional unit of demand at ℓ on the load on line
k.

In a solar-dominated grid, the system generation cost µ will correspond to the average
cost of generation of a unit of firmed solar power in the marginal areas connected to that
Independent System Operator (ISO), as presented in equation (2).24 For dense areas like
New York County, which are unlikely to host solar farms within the city limits, the price
of power will be determined by the generation cost in the rest of the (lower land cost) NY-
ISO, along with adjustments for congestion and transmission. As such, the true variation
in prices in the future is likely to be lower than implied by Figure 6.

But how much lower, and how costly is the resulting spatial heterogeneity in prices?
Analyses of building out extra transmission capacity consider the effect of alleviating
the congestion terms zk, allowing high cost areas to take advantage of lower and lower
cost marginal generating units in other areas (and potentially other ISOs when consid-
ering inter-organization flows). Doing so is a complex endeavor, as it requires solving a
high-dimensional non-linear optimization problem. Here we come at the problem from a
different angle.

The theoretical maximum increase in production in the medium term from transitioning

23See, for example, the NY-ISO.
24We deliberately say “average” here, instead of marginal as the theory would imply. The marginal cost

of generation of solar is effectively zero, and in an entirely solar-dominated grid the system generating cost
must be the average cost of generation inclusive of capital cost for the most expensive solar unit, otherwise
in the long-run capacity would exit.
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Figure 12: Gains From Grid Integration

Notes: This Figure shows estimates of the gains from grid integration in two scenarios: “Partial Integration”,
where enough capacity is built for the price to fall to at least $25 MWh at all points in space, and “Full
Integration”, where price becomes uniform across the grid at the lowest price in the US (around $17 per
MWh). Baseline refers to the wage changes computed using only the price bounds from Figure (6).

to a clean grid would occur if all locations could access Arizona’s generation cost of $17
per MWh. Such an integrated continental grid is likely to be technically infeasible, even
with huge investment in interstate transmission. However, it does serve as a way to size
the prize on offer.

In Figure 12 we show the distribution across counties of the gains estimated using equa-
tion (8). In red, we recompute these gains if the implied price fall takes all location to $17
per MWh. The economy wide payroll-weighted average wage increase rises from 1.8% to
2.7%. In addition, almost 20% of counties now see a wage increase in excess of 5%, par-
ticularly counties in the industrial Midwest and New England. To put this in perspective,
assuming a stable labor share, this implies an additional increase in GDP of $245 billion
annually. To put it mildly, this is a large gain from a potential one-off investment.

However, achieving this gain really does require that all locations have access to power
costs that are only achievable in the West of the continent. If we consider a more mild in-
tegration, the gains are much more muted. Suppose that sufficient integration is achieved
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to take the maximum wholesale power price across the US to $25 per MWh (around the
median price in the analysis above, and near the minimum in the eastern half of the con-
tinent), and less if the implied local power prices are below this threshold. This is repre-
sented by the green distribution in Figure 12. In this situation, the gains above the baseline
are much more muted, rising from 1.8% to 2.18% in the aggregate. This suggests that the
aggregate gains from harmonizing power prices in a renewable-dominated world may
not be that large once solar determines the local price of generation. Further work on this
topic is necessary.25

How costly is it for the Northeast to gain access to the lower wholesale costs in the center
and West of the continent? This is a difficult question to answer at a system-wide level.
Conceptually, there are two issues to consider. First, how costly is it for firmed solar
projects to connect to the high-voltage transmission network locally, so that the electricity
they produce can be sent long-distance across the country? Second, how much does the
capacity of the system as a whole need to be upgraded to handle greater cross-regional
flows?

While the second would seem to require a fully-specified model of the US grid, for the first
we can again use data from NREL, who construct localized estimates of the cost of con-
necting to transmission networks at fine geographic scale. This includes both the cost of
building a “spur” connection from the solar site to the nearest substation on the electricity
grid, as well as upgrading the substation and the local transmission network to handle
the extra load.26 In Figure 13 we plot this data at the county level.

Several patterns are apparent. First, transmission and interconnection costs for solar are
low in much of the country. In particular, the low generating costs areas of West Texas,
New Mexico, Colorado and Kansas also have very low costs of transmission, on the order
of a few dollars per MWh. Particularly around established populations centers, these costs
become negligible. Comparing with our results for the wholesale price bounds in Figure
6, there are large swathes of the Southwest that can feed into the grid with both minimal
transmission connection costs, and low future wholesale prices. In contrast, connecting
the quality solar resources of California to the grid appears to be quite costly. According
to NREL, these differences are driven by regional construction costs multipliers for Cal-

25See Gonzales et al. (2023) for an important real world case study of the effects of building out transmis-
sion lines in Chile to connect high insolation areas with dense urban loads.

26The first element is also counted in the BOS component of the analysis of Section 2, and as such we do
not try and add the total levelized cost of transmission to our estimates of the capital cost in Section 2. The
second component is difficult to conceptually allocate entirely to the solar project developer, since network
upgrades additionally benefit all other local projects and end consumers.
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Figure 13: US Transmission Costs

Notes: This Figure shows average levelized cost of transmission at the county level. Data is from the Na-
tional Renewable Energy Laboratory.

ifornia and the Northeast, which drive up the cost of construction relative to the rest of
the country. Permitting and environmental approvals are particular levers that could be
examined to reduce these costs.

An additional concern is the effect of time delays in the interconnection queue, which is
a common complaint of renewable project developers in 2024. The Lawrence Berkeley
National Laboratory estimates that there are 2.6 TW of of new capacity proposals waiting
in the queue to receive approval to connect to the grid. Over 75% of these requests are
solar, battery storage, or hybrid plants with both solar and storage. Depending on the
region, getting approval often involves simulation studies of the effect of the project on
local power flows and reliability. A key issue with renewable interconnections is that
because of their smaller average sizes than the fossil fuel projects of the past, connecting
renewable projects to the grid in tandem requires a greater number of reliability studies,
which appears to be significantly slowing approvals. Projects are now waiting up to five
years to receive approval, up from two years in 2008.
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At one level, in our framework this is a transitional issue. Shifting the expected revenues
even 5 years ahead into the future in equation (2) has a quantitively small impact on the
wholesale price bound for 2040, given relatively low prevailing interest rates. Through
this lens, it has little impact on the macroeconomic impacts of clean power. At another
level, however, increasing the expected wait time before interconnection can significantly
increase risk for a project: risk of financing challenges, risk of regulatory changes and
risk of development objections, to name a few. Project risk is not adequately captured by
our framework. Nonetheless, it seems clear that such long lead times for interconnection
are not necessary, and are a result of processes that could be streamlined. The Electric
Reliability Council of Texas (ERCOT), for example, processes interconnection quests in
under 2 years, more than 50% faster than the current mean wait of 33 months outside.

3.5 Passthrough

When we consider the effect of declines in power prices on real wage growth, we are
assuming a one-to-one long run passthrough from wholesale to retail prices, which is
unlikely to be the case in reality. According to the EIA, average US retail prices break down
into 62% generation costs, 12% transmission costs (the cost of moving electricity down
high-voltage transmission corridors) and 26% distribution (delivery to the final end user).
While large industrial users typically pay close to wholesale generation prices, since their
steady load and higher-voltage requirements limit the need for distribution infrastructure,
residential users and smaller commercial users typically pay higher costs that include
distribution charges as a markup on the wholesale cost of supply. Our arguments above
mainly concern lowering generation costs; technical scope for reducing transmission and
distribution costs seem more limited. However, it is worth making two brief points before
concluding.

Much of the pricing model of regulated distribution networks reflects monopoly rents to
“cover” the cost of distribution assets which have been fully depreciated. Many regu-
lated utilities in the US (for example, PG&E operating under the California Public Utility
Commission) operate via making a case to a government regulator for a “revenue require-
ment”, to cover the cost of owning and maintaining the distribution network, along with a
regulated rate of return on their fixed asset base. This determines the markup on average
wholesale power prices that they charge to the end user. It almost goes without saying
that this is not a pricing model that has historically encouraged efficient investment.

There has historically been no way for commercial and residential consumers to avoid
joining these networks, as they act as natural monopolies. The arrival of modular rooftop
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Figure 14: Rooftop Solar Potential
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Notes: Figure shows an estimate of rooftop solar potential at the county level from Google’s Project Sunroof
against our estimate of county demand. County estimates are missing in the Project Sunroof data for 2103
counties.

solar with cheap storage changes this picture. Residential and commercial adoption of
firmed solar power is likely to act as a competitive spur to regulated distribution monop-
olies, in a way that may encourage lower residential markups. While we may never see
mass grid defection, with large numbers of users disconnecting from the grid altogether,
the arrival of competition at the end use is a separate source of pressure on electricity
prices, distinct from the lowering of wholesale generation costs.

Indeed, there is a large enough amount of rooftop solar potential in many counties to
make this competitive possibility a threat to the distribution monopolies. In Figure 14
we use data from Google’s Project Sunroof to form an estimate of the potential produc-
tion of electricity on a county’s roofs, and show this relative to our estimate of current
county demand. In almost all counties for which we have data, rooftop potential ranges
between 10 and 100% of current county demand. A notable exception is Manhattan, with
its unparalleled density of skyscrapers having little relative roof space.

So far, rooftop solar uptake has been slow in the United States, given the dramatic cost
falls in the price of panels that has driven utility-scale solar. NREL puts the cost of de-
ploying residential solar in 2023 at more than twice the cost per kilowatt of utility scale
solar. Partly this is due to higher labor installation costs when the scale economies of
utility installation are absent. However, the greatest difference in cost come from the soft
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costs of permitting and getting approval for the panels, which made up 29% of the total
cost in 2023. This cost wedge is by no means an immutable fact of life: Australia, with in-
solation and incomes similar to California and Texas, now has solar panels on one third of
the country’s roofs, generating up to 10% of the country’s electricity supply. Notably, in-
stallation costs are much lower than the United States, while the modules and equipment
in both countries are common. This suggests that state- and city-level permitting reform
to streamline installation processes could yield large benefits, not only through directly
lowering solar costs, but by placing competitive pressure on distribution monopolies for
the first time since the early days of the electricity grid.

4 Beyond The Medium Term: Removing Energy’s Drag on

Growth?

So the medium term impacts of the transition to clean power are likely to be relatively
modest wage increases, with a moderate rural bias. Going beyond first order could take
us into considering reallocation of factors across industries and space, to more energy
intensive sectors, and to cheaper power locations.

However, there is another dimension in which the replacement of fossil fuel energy with
clean technology based on manufactured goods represents a qualitative change in the
structure of the economy. What the replacement of fossil fuels with clean electricity really
does in the long run is turn energy from a problem of finite resource extraction to capital accu-
mulation. This has significant implications for the direction of innovation at the aggregate
level.

A number of analyses have pointed out that a structural shift occurred in the United States
around 1970 related to energy use. Energy inputs from three primary sources, petroleum,
coal and natural gas, had been growing strongly for decades. At the same time, prices for
these inputs remained relatively stable in real terms. Then with the accompanying Arab
oil embargo, the price of these inputs shot up, as can be seen in Figure 15. In subsequent
years, these prices have stayed high, and have even been increasing on average relative
to the pre-1970 period (though with considerable volatility). At the same time, energy
usage has grown slower than population, a dramatic reversal from the pre-1970 pattern.
As a result, energy intensity (in terms of joules per $ of GDP) has been falling for many
decades.

Hassler et al. (2021) show that this has been achieved through significant directed tech-
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Figure 15: Energy Inputs and Prices
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US population. Both index and population are shown relative to 1970. Data from 1949 onwards is from
the Energy Information Administration, and pre-1949 is from digitizing Potter and Christy Jr (1962). Panel
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sumers (CPI-U), and normalizes the resulting series relative to 1970.
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nical change in energy usage, with the productivity of energy usage in particular tripling
since 1970 (after being roughly constant beforehand). It is easy to think of examples of
greater energy efficiency in every day life. Fuel economy for vehicles has risen dramat-
ically, lighting with LEDs uses an order of magnitude less electricity than incandescent
bulbs, and household appliances like refrigerators and air conditioning consume much
less power than their counterparts from 1980 and 1990.

These efficiency gains did not fall like manna from heaven; they were achieved through
the purposeful use of innovative inputs like scientific labor and firm R&D spending.
Given at any point in time, resources available for innovation are limited in the aggregate,
this implies a tradeoff between energy-specific innovation and other forms of innovation.
Indeed, this shift in the direction of aggregate innovation may partly explain the relatively
slow labor productivity growth observed since 1970. Nordhaus (2004) traces the sectoral
propagation of the productivity slowdown in the 70s, and shows that it was concentrated
in the most energy intensive sectors (see also Nordhaus et al. (1992) for a broader discus-
sion of the “resource drag” in the pages of this journal).

The need to combat rising energy prices through greater energy efficiency investment
acts as a drag on aggregate income growth. This drag can be completely eliminated in
a world where energy production arises from capital accumulation, instead of extraction
of a scarce input. To see why, we compare the Hassler et al. (2021) model of endogenous
growth in an environment of resource scarcity with the same model in an environment
where energy can be produced by accumulating renewable capital.

In the Hassler et al. (2021) model, there is a fixed amount of innovative resources that
can be directed at improving productivity of either a capital and labor bundle, or energy
inputs, both of which are needed to produce output. In most other respects, it is identical
to the optimal growth model: capital can be accumulated, and the representative agent is
maximizing intertemporal utility but choosing savings, consumption, and the allocation
of innovative resources.

We present the model in the left column below.
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Growth With Resources

max
ct,kt+1,et,nt∈[0,1]

∑
t=0

βt c1−σ
t

1 − σ
,

subject to

ct + kt+1 = F(Atkα
t , Aetet) + (1 − δ)kt,

and

At+1

At
= f (nt)

Aet+1

Aet
= fe(1 − nt),

and where resources et are finite, so

∞

∑
t=0

et = E0.

Growth with Renewables

max
ct,kt+1,kR

t+1,nt∈[0,1]
∑
t=0

βt c1−σ
t

1 − σ
,

subject to

ct + kt+1 + kRt+1 =

F(Atkα
t , Aet(θkRt)) + (1 − δ)kt + (1 − δR)kRt,

and

At+1

At
= f (nt)

Aet+1

Aet
= fe(1 − nt).

The notation is standard, but briefly, ct is consumption, kt is capital per worker, et is en-
ergy inputs (meant to represent exhaustible fossil fuels), At is factor-augmenting technical
change and Aet is energy-augmenting technical change. nt is innovative resources that can
be directed either at improving factor-augmenting productivity At, or energy productivity
Aet.

Importantly, energy inputs are in finite supply. Without innovation in how productive
these inputs are, and similarly no innovation in capital and labor productivity, this is akin
to the classic cake-eating problem that is used to teach dynamic optimization, and our
diminishing supply of finite resources causes consumption to diminish over time. This is
also one way to think about a model of “degrowth”, as advocated by Hickel (2021) and
others.

Even with continued growth in factor-augmenting productivity At, it is not a given that
growth in consumption is possible in the long-run without growth in Aet when resources
are in finite supply. As pointed out by Solow (1974) and Stiglitz (1980), if the elasticity of
substitution is greater than or equal to 1, either in a CES formulation or asymptotically
for F(·) as e → 0, then growth in the long run is possible. Greater technical progress and
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accumulation of capital can offset the diminishing supply of energy. If, however, energy
and production factors are globally complements, then the long-run path for the global
economy features falling resources use, falling consumption and a rising resource share.

In the formulation of Hassler et al. (2021), innovation can be directed towards improving
energy efficiency, and this alleviates this restriction. No matter the elasticity of substitu-
tion, we escape the curse of finite resources. The balanced growth path (BGP) solution
involves resource use falling at the constant rate βg1−σ, where g is the growth rate of
output, and an ever-rising shadow price for the resource as it is used up.27 Innovation
is positive in both factor-augmenting productivity At, and energy productivity Aet, and
innovative resources are directed to both sectors. However, resources are still a “drag” on
aggregate growth.

In the right-hand column, we modify the economy so that energy is instead produced
by capital. Recall that the first two fundamental features of renewables we discussed
at the start of this essay were that there were modular (so that power output is a linear
function of capital installed), and that they had zero resource cost. As such, we substitute
exhaustible fossil inputs et for renewable capital kRt, which produces energy at rate θ (as
in the analysis of the preceding section). We’ll also assume for simplicity that there are no
exhaustible resources used in the production of renewable capital, silicon and iron being
in such abundance in the earth’s crust that they are not worth modeling.

One can show that the balanced growth path in this economy looks quite different. With
this small modification, there is no long-run improvement in energy efficiency, and all
innovative resources are deployed to factor-augmenting technical change. In a sense, re-
newables remove the scarcity of fossil fuels, as energy produced is limited by the amount
of capital that can be accumulated, not by how much of a finite resource can be extracted.
The long-run growth in output g is also strictly higher than that in the Hassler et al. (2021)
world of the left hand side.

This result is reminiscent of the celebrated Uzawa (1961) theorem, in which all technical
progress in the long-run must be labor-augmenting (see Jones and Scrimgeour (2005) for
a discussion). The basic intuition of the Uzawa theorem is that because capital is accu-
mulated, and labor is not, the trend in capital inherits the trend in total output. “Effective
inputs” have to grow at the same rate for factor shares to be stable, so effective capital

27Decentralizing this economy can be done in a straightforward way by modeling the incentives of private
firms to invest in the two kinds of technical change. Of course, there is no guarantee that the competitive
economy is efficient.
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(capital multiplied by capital-augmenting productivity) has to grow at the rate of effec-
tive labor (labor multiplied by labor-augmenting productivity). Because capital alone is
growing at the rate of output, “effective capital” must also be, and this has to be equal to
the growth rate of labor-augmenting productivity.

Something similar happens here. For long-run factor shares to be stable, Atkα
t and AetθkRt

have to grow at the same rate. But balanced investment requires renewable kRt and pro-
duction investment kt to grow at the same rate, and both to grow at the rate of output gy

(since F(·) is constant returns to scale). Then

gy = gA + αgy = gAe + gy

implies that gAe = 0. Put another way, when energy comes from accumulated capital,
and as would be the case with firmed solar, total energy is linear in the amount of capital
installed, stable growth in the long run requires that energy efficiency stop improving. All
innovative resources are directed at capital and labor alone. This argument can be made
rigorous in a decentralized world, which we do in a companion note.

Such a shift in the growth pattern could have quantitative bite. The estimates of Hassler
imply that for gAe = 0, the frontier for TFP growth gA could rise from 1% to 1.2-1.4%,
a significant improvement on what we have seen in recent decades. The possibilities of
such an improvement are tantalizing. In Figure (16) we show the difference such an uptick
makes in GDP per worker over the subsequent decades. By 2040, GDP per worker is 5-
10.5% higher without the drag of finite resources for energy. While more speculative, this
is more than double the gains from cheaper power studied above. It is worth emphasizing
that the two macroeconomic effects of clean power are distinct. The first thing renewables
do is make electricity cheaper in the medium run, an effect that is almost baked in at this
point. The second thing they might do is free up innovative resources in the aggregate to
better improve capital and labor productivity.
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Figure 16: Removing the Resource Drag

Notes: This Figure shows real GDP per worker from 1947 to 2023 in 2017 chained dollars from the Bureau
of Economic Analysis in black. The blue dashed line projects out the series to 2050 using the 1970-2023
average growth rate. The red dotted line uses the estimates from Hassler et al. (2021) to derive an estimate
of additional growth that would result from replacing fossil fuels with renewable capital in the aggregate
production function.
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A Figures and Tables

Figure 17: Renewable Investment Detail
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Notes: Panel (a) of this figure shows the 12-month moving average of the monthly share of total electricity
at the regional level coming from solar and wind. Panel (b) shows the change in nameplate capacity by
technology. Data are from the US Energy Information Administration.
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Figure 18: Solar and Wind Productivity Across Space

(a) Solar Potential

(b) Wind Potential
Notes: Panel (a) shows a measure of solar power potential, in average daily h produced by a 1 panel. Data
is from the Global Solar Atlas. Panel (b) shows a measure of power output of a wind turbine, in average
power density (watts per square meter), at a turbine height of 150 meters. Data is from the Global Wind
Atlas. Units are US counties.
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Figure 19: Energy Projects Currently Under Construction

Notes: Figure shows the distribution of energy generation plants by type coming online between
July 2024 and June 2025, and is a reproduction of a graph by the Energy Information
Administration (EIA). Other (in gray) mainly refers to lithium-ion storage plants.
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Table 1: Top 25 Exposed Industries

Industry Value for
ΦE

s /ΦW
s

Alumina refining and primary aluminum
production

0.88

Federal electric utilities 0.86
Paperboard mills 0.69
Industrial gas manufacturing 0.60
Cement manufacturing 0.49
Dairy cattle and milk production 0.47
Pulp mills 0.42
Iron, gold, silver, and other metal ore
mining

0.41

Other real estate 0.39
Other basic organic chemical
manufacturing

0.36

Nonferrous metal (except aluminum)
smelting and refining

0.35

Ground or treated mineral and earth
manufacturing

0.35

Other basic inorganic chemical
manufacturing

0.32

Petroleum refineries 0.27
Plastics material and resin manufacturing 0.26
Iron and steel mills and ferroalloy
manufacturing

0.24

Copper, nickel, lead, and zinc mining 0.21
Plastics bottle manufacturing 0.19
Asphalt paving mixture and block
manufacturing

0.19

Paper mills 0.19
Fertilizer manufacturing 0.19
Gasoline stations 0.19
Lime and gypsum product manufacturing 0.18
Wet corn milling 0.18
Glass and glass product manufacturing 0.18

Notes: This Table reports the top 25 exposed industries to electricity price falls, as measured by ΦE
s /ΦW

s ,the
ratio of expenditure on electricity to total labor payments are the sectoral level. The data is from the Bureau
of Economic Analysis Input-Output Tables for 2017 using the detailed 402 industry breakdown.
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Figure 20: NREL Cell Efficiency By Type

Notes: This Figure is a reproduction of a chart from the National Renewable Energy Laboratory, available
here.

Table 2: Top 10 Large City Wage Increases

County State City Wage Change (%)
San Bernardino California San Bernadino 3.95
Riverside California San Bernadino 3.89
Harris Texas Forth Worth 3.85
Fresno California Fresno 3.85
Salt Lake Utah Salt Lake City 3.81
Orange California Los Angeles 3.62
Clark Nevada Los Vegas 3.46
Los Angeles California Los Angeles 3.43
Tarrant Texas Dallas-Fort Worth 3.37
King Washington Seattle 3.08

Notes: This Table reports the top 10 ten wage increases from the direct effect for counties with over 1
million employees.
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Figure 21: Land Values in the US

Notes: Figure plots estimates from Nolte (2020) for land prices in $ per hectare. Estimates are plotted on a
log scale. Values are averaged at the county level.
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Figure 22: Implied Wholesale Price Drops between 2024 and 2040

Notes: Figure shows the implied bound fall in wholesale prices between 2024 and using equation (2). Cur-
rent wholesale prices in 2024 are collected from the Energy Information Administration. We use the average
at the RTO level for 10 price hubs: Northwest, ISO-NE, NYISO, ERCOT, Southwest, CAISO, PJM, MISO,
SPP, FRCC and SERC. Units are US counties.
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Figure 23: Implied Wholesale Price Drops with Mild Integration

Notes: Figure shows the implied bound fall in wholesale prices between 2024 and using equation (2), under
the assumption that the maximum price is $25 per MWh. Current wholesale prices in 2024 are collected from
the Energy Information Administration. We use the average at the RTO level for 10 price hubs: Northwest,
ISO-NE, NYISO, ERCOT, Southwest, CAISO, PJM, MISO, SPP, FRCC and SERC. Units are US counties.
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Figure 24: Incorporating Labor Reallocation
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Notes: Figure shows the calculated direct exposure measures Ωl from equation (8) at the county level,
against the sum of Ωℓ and the labor reallocation term in (8). The blue dashed line is the 45-degree line.
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B A Model Of Trade, Power and Production

Consider a model of production and trade wherein agents live in a number of discrete
locations ℓ. Suppose agents have preferences over an aggregator of sectoral goods given
by

C = U({Cs}s) (11)

Workers have preferences over the final consumption aggregator and residential land h.
Each period, an individual worker j of labor type chooses a location ℓ, sector s, and quan-
tities of housing (h) and the final good (c) to solve the following utility-maximization
problem:

max
ℓ

{ϑ
j
ℓEϑs max

s,h,c
{VW(c, h)ϑj

s}} subject to mh
ℓh + c = wℓs (12)

where VW(c, h) is concave and continuously differentiable, and mh
ℓ is the rental rate on

residential land in location ℓ. ϑ
j
ℓ and ϑ

j
s are sectoral preference shocks that give rise to

smooth labor supply curves, discussed further in Section (B.5). Time is discrete, but for
the moment we suppress the time index t.

B.1 Firms

Firms produce a unique differentiated variety i. Firm i located in location ℓ and sector s
produce with

yi = ziFℓs(l, e, x)

where l is labor, e is electricity and x is a vector of intermediate inputs. zi is an index of firm
level TFP. Note that the production function Fℓs(·) may be location- and sector-specific,
incorporating exogenous local productivity differences and endogenous agglomeration
forces, as long as these are taken as give by the firm.

Firms need to pay an entry cost, defined by g(l, e) = 1, and after entry they draw their
productivity from an exogenous distribution Ψℓs(z), which may depend on location and
sector. They exit at constant rate ξ. We assumed g is constant returns to scale. The result-
ing entry cost is denoted G(wℓs, pEℓs).

To begin with, we suppose there are no trade costs, and that intermediate inputs enter
in a single aggregate input for all firms in the same way (though they may use this with
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different intensity). That is, we suppose

yi = ziFℓs(l, e, X)

where
X = f (x)

is a symmetric aggregator for all firms. We further assume it takes the same form as final
goods aggregation, so that both the intermediates price and the final good price serve as
the numeraire. Cost minimization for a given level of output y allows us to write a cost
function

Cℓs(y; z) = z−1yvℓs(wℓs, pEℓs, y)

where v is the average unit cost function.

The pricing decision leads to a concave revenue function Rs(y) = Dsrs (y), where Ds is an
aggregate sectoral demand shifter. Notice that this is not an innocuous assumption. For
example, in our context it implies the absence of trade costs or differential wedges across
sectors. Nevertheless, it does allow for a broad class of demand functions. Consider for
example single-aggregator demand functions such as those considered by Arkolakis et al.,
2012; Matsuyama and Ushchev, 2017,

ys (p) = ds

(
p

P∗
s

)
,

where P∗
s is an aggregator function, p is the firm’s price and ds (.) is a demand function

that is strictly decreasing in its argument. The revenue function can then be written as

Rs(y) = P∗
s d−1

s (y) y = d−1
s (y) y × P∗

s = rs (y)× Ds.

where Ds ≡ P∗
s and rs (y) ≡ d−1

s (y) y. The CES demand is a special case of this class with

ys (ps) = p−σs
s × Y

P1−σs
s

where Y is total income and Ps is the CES aggregator.

B.2 Capitalists

There is a population of capitalists who own the firms, local land, solar capital and inter-
mediates goods. They care only about consumption CK

t , with the same aggregation over
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sectors as in (11), and have intertemporal preferences given by

VK =
∞

∑
t=0

βtv(CK
t ) (13)

We suppose that they can invest in new firms, and the vector of intermediates which
depreciate at rate δs and have rental rate mst. The stock of each intermediate is denoted
Xst. They receive the profits from all the firms and land. Their budget constraint is

CK
t + ∑

s
Pst(Xst+1 − (1 − δs)Xst) + ∑(Nℓst+1 − (1 − ξ)Nℓst)

+ ∑
ℓ

Qt+1(Sℓt+1 − (1 − δS)Sℓt) = ∑
s

∑
l

Πsℓt + ∑
s

mstXst + ∑
l

pEℓtSℓt+1 + ∑ mh
ℓtH (14)

where Nℓst is the number of firms in location ℓ and sector s at time t, Πℓst is the profits
they make, and H is the supply of residential land.

Free entry into firm creation requires that the return on creating firms is equal to the return
on investing in the intermediates, so that

G(wℓst, pEℓt) =
∞

∑
τ=0

Rt→t+τ

(∫
z

[
max

y
Dst+τr(y)− Cℓst+τ(y; wℓst+τ, pEℓt+τ, z)

]
dΨℓs(z)

)
.

(15)
where Rt→t+τ is the common real cumulative return on assets (which must be common
for all assets in equilibrium).

Solar capital Sℓt provides θℓ units of electricity per period. It can be bought by convert-
ing units of the final good into capital at rate 1/Qt, which we take to be an exogenous
parameter. It depreciates at rate δS.

B.3 Definition of Equilibrium

An equilibrium is a time path for of wages wℓst in each location-sector, a path for sectoral
intermediates prices Pst, rental rates on intermediates and residential land {mst, mh

ℓt}, an
allocation of consumption CK

t for capitalists, stocks of workers in each location-sector Lℓst,
numbers of firms in each location Nℓst, stocks of intermediates Xst such that, stocks of
solar capital Sℓt,such that given a price for solar capital Qt,

1. Workers solve their problem (12) statically,

2. Capitalists maximize (13) subject to (14),
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3. The free entry condition (15) holds,

4. All markets clear.

A steady-state equilibrium is one in which all prices and allocations are constant through
time.

B.4 General Equilibrium Price Changes

Proof of Proposition 1. In a steady state of the model with no growth, the free-entry
condition can be written

Gℓs(wℓs, pEℓ ) = κ
∫

πℓs(z)dΨℓs(z)

= κ
∫

max
y

[
Dsrs(y)− z−1yv(wℓs, pEℓ , y)

]
dΨℓs(z,

where κ is a proportional constant equal to (β + 1)/(βξ + 1), and Gℓs(wℓs, pℓs) is the opti-
mized entry cost.

We derive the first order response of local factor prices to a decrease in electricity prices
as follows. By the envelope theorem, we have

∂πℓs(z, wℓs, pEℓ )
∂wℓs

= −z−1y
∂vℓs(y, wℓs, pEℓ )

∂wℓs
,

∂πℓs(z, wℓs, pEℓ )
∂pEℓ

= −z−1y
∂vℓs(y, wℓs, pEℓ )

∂pEℓ
,

where y is understood to be optimal output at the given vector of factor prices. In addition,
when sectoral demand changes the effect on profit is given by

∂πℓs(z)
∂Ds

= rs(y).

Totally differentiating the free-entry condition and using these expressions yields

∂Gℓs
∂wℓs

dwℓs +
∂Gℓs

∂pEℓ
dpEℓ = κ

∫ [
rs(y∗)DsdlogDs (16)

− z−1y
∂vℓs(y∗, wℓs, pEℓ )

∂wℓs
dwℓs − z−1y

∂vℓs(y∗, wℓs, pEℓ )
∂pEℓ

dpEℓ

]
dΨℓs(z),

where y∗ = y∗ (z) is the maximized quantity for a firm of type z, and without confusion
we denote it without its dependence on z. The intermediate bundle is the numeraire

62



and so receives no price change. We can also write the free-entry condition using Euler’s
theorem and Shephard’s Lemma as

∂Gℓs

∂pEℓ
wℓs +

∂Gℓs

∂pEℓ
pEℓ = κ

∫ [
rs (y) Ds − z−1y

∂vℓs(y, wℓs, pEℓ )
∂wℓs

wℓs−

z−1y
∂vℓs(y, wℓs, pEℓ )

∂pEℓ
pEℓ − z−1y

∂vℓs(y, wℓs, pEℓ )
∂P

]
dΨℓs(z), (17)

where P is the price of the intermediate bundle/final good, and is the numeraire so equals
1. Use this last expression to rearrange and obtain
∫

rs (y) DsdΨℓs(z) =
∂Gℓs
∂wℓs

wℓs +
∂Gℓs
∂pℓs

pℓs

+ κ
∫ [

z−1y
∂vℓs(y, wℓs, pℓs)

∂wℓs
wℓs + z−1y

∂vℓs(y, wℓs, pEℓ )
∂pEℓ

pEℓ + z−1y
∂vℓs(y, wℓs, pEℓ )

∂P

]
dΨℓs(z),

and insert this into (16) to get

[
∂Gℓs
∂wℓs

wℓs + κ
∫

z−1y
∂vℓs(y, wℓs, pEℓ )

∂wℓs
wℓsdΨℓs(z)

]
d log wℓs +

[
∂Gℓs

∂pEℓ
pEℓ +

∫
z−1y

∂vℓs(y, wℓs, pEℓ )
∂pEℓ

pEℓ dΨℓs(z)

]
d log pℓs

=

[
∂Gℓs
∂wℓs

wℓs + κ
∫

z−1y
∂vℓs(y, wℓs, pEℓ )

∂wℓs
wℓsdΨℓs(z) +

∂Gℓs

∂pEℓ
pEℓ +

∫
z−1y

∂vℓs(y, wℓs, pEℓ )
∂pEℓ

pEℓ dΨℓs(z) +
∫

z−1y
∂vℓs(y, wℓs, pEℓ )

∂P
dΨℓs(z)

]
d log Ds.

Now note that total expenditure on labor (inclusive of both entry costs and variable costs)
is

ΦL
ℓs ≡ Nℓs

[
∂Gℓs
∂wℓs

wℓs + κ
∫

z−1y
∂vℓs(y, wℓs, pEℓ )

∂wℓs
wℓsdΨℓs(z)

]
,

with a similar expression for ΦE
ℓs and ΦX

ℓs, where Nℓs is the number of firms in location ℓ

and sector s. Rearranging gives us

d log gwℓs = −
ΦE

ℓs
ΦL

ℓs
d log pℓs +

ΦE
ℓs + ΦL

ℓs + ΦX
ℓs

ΦL
ℓs

d log Ds,

where ΦE
ℓs is total local sectoral expenditure on electricity, ΦL

ℓ is expenditure on labor and
ΦX

ℓs is local expenditure on intermediates.

B.5 Labor Supply Elasticities Across Sectors

Here we put structure on worker preferences, and derive their resulting labor supply
curves. We first assume that workers’ preferences over consumption and housing are
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Cobb-Douglas, and the weight on housing is α.

We assume that workers draw their idiosyncratic preference shocks for each location and
sector with scale parameters Aℓ and Bℓs respectively (for location, and sector conditional
on location), and shape parameters ϱ and η. The fraction of workers deciding to live in
location ℓ,λℓ, and for working in sector s conditional on choosing to live in location ℓ, µℓs,
are given by

λℓ =
Aℓ(r−α

ℓ Ψℓ)
ϱ

∑ℓ′ Aℓ′(r−α
ℓ′ Ψℓ)ϱ

µℓs =
Bℓs(wℓs)

η

∑s′ Bℓs′(wℓs′)
η

where Ψℓ ≡ (∑s Bℓs(wℓs)
η)

1
η . From this expression, we can derive the change in sectoral

employment shares as

d log µℓs = ηd log wℓs − η ∑ µlsd log wℓs.

Then we have

∑
s

µℓswls

∑s µℓswℓs
d log µℓs = η ∑

s

µℓswls

∑s µℓswℓs
d log wℓs − η ∑ µlsd log wℓs.

B.6 General Equilibrium Aggregate Demand Effects

We move to consider the aggregate demand effects in the model above by making some
further parametric assumptions. Assume

1. There are no trade costs

2. There is no intermediate usage

Fℓs(l, e, X) = Fℓs(l, e)

3. The utility function for final demand is Cobb-Douglas, so that

U({Cs}s) =
S

∏
s=1

Cγs
s

4. Aggregation within sectors is CES with elasticity of substitution σs

5. The entry cost is denominated in units of the final good, so that the cost of the entry
is equal to ḡ
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6. Production functions are constant returns to scale

In this case it can be shown that the sectoral demand shifter on firm profits is given by

Ds =
γsY

P1−σs
s

,

where Y is aggregate income, given by

Y = ∑
ℓ

∑
s

wℓsLℓs + ∑
ℓ

∑
s

pEℓ Eℓs + ∑
ℓ

∑
s

Nls

∫
πℓs(z)dΨℓs(z), (18)

or the sum of labor income, electricity sales and firm profits. For notational convenience,
call aggregate profits Π ≡ ∑ℓ ∑s Nls

∫
πℓs(z)dΨℓs(z). In turn, the price index is given by

P1−σs
s = ∑

ℓ

Nls

∫
pℓs(z)1−σdΨℓs(z),

where pℓs(z) is the intermediate good price for a firm with productivity z in location ℓ and
sector s. As such,

d log Ds = d log Y − d log P1−σs
s ,

with the additional restriction that

∑ γsdPs = 0,

by choice of the numeraire. Consider first the change in the sectoral price index.

d log P1−σs
s =

∑ℓ Nls
∫

pℓs(z)1−σdΨℓs(z)dlogNℓs

∑ℓ Nls
∫

pℓs(z)1−σdΨℓs(z)

+ (1 − σ)
∑ℓ Nls

∫
pℓs(z)1−σ

(
wℓslℓs(z)

wℓlℓs(z)+ p̄ℓeℓs(z)
d log wℓs +

pEℓ eℓs(z)
wℓlℓs(z)+ p̄ℓeℓs(z)

d log pEℓ

)
dΨℓs(z)

∑ℓ Nls
∫

pℓs(z)1−σdΨℓs(z)
.

where the second term invokes Shepard’s Lemma. If production functions are constant
returns to scale, then cost shares do not vary with firm level efficiency z, and this can be
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written as

d log P1−σs
s =

∑ℓ Nls
∫

pℓs(z)1−σdΨℓs(z)dlogNℓs

∑ℓ Nls
∫

pℓs(z)1−σdΨℓs(z)

+ (1 − σ)
∑ℓ Nls

∫
pℓs(z)1−σdΨℓs(z)

(
ΦL

ls
ΦL

ls+ΦE
ls

d log wℓs +
ΦL

ls
ΦL

ls+ΦE
ls

d log pEℓ

)
∑ℓ′ Nl′s

∫
pℓ′s(z)1−σdΨℓ′s(z)

.

Note that market clearing in the output market has

σ

σ − 1
(wℓsLℓs + pEℓ Eℓs) =

Nls
∫

pℓs(z)1−σdΨℓs(z)
∑ℓ′ Nl′s

∫
pℓ′s(z)1−σdΨℓ′s(z))

γsY.

So we can rewrite this as

d log P1−σs
s =

σ

σ − 1 ∑
ℓ

wℓsLℓs + pEℓ Eℓs

γsY
d log Nℓs

− 1
σ ∑

ℓ

wℓsLℓs + pEℓ Eℓs

γsY

(
ΦL

ls
ΦL

ls + ΦE
ls

dlogwℓs +
ΦL

ls
ΦL

ls + ΦE
ls

d log pEl

)
.

Now the free entry condition requires expected profit to equal the entry cost ḡ, so that∫
(p(z)− vℓs(wℓs, pEℓ ))y(z)dΩℓs = ḡ

implies
1
σ

Eℓs[mcx1] = ḡ,

given the optimal pricing formula with CES demand. In addition, sales equaling income

NℓsEℓs[mcx1] =
σ

σ − 1
(wℓsLℓs + p̄lEℓs) ,

so that
Nℓs =

1
(σ − 1)

ḡ−1 (wℓsLℓs + p̄lEℓs) .
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As such

d log Nℓs = d log
(

wℓsLℓs + pEl E
)

.

=

(
ΦL

ls
ΦL

ls + ΦE
ls
(d log wℓs + d log Lℓs) +

ΦL
ls

ΦL
ls + ΦE

ls
(d log pEl + d log Eℓs)

)

Similarly, with profits being a fixed fraction of revenue under the CES demand structure,
we also have from equation (18)

d log Y = ∑
ℓ

∑
s

σ/(σ − 1) (wℓsLℓs + p̄lE)
Y

(
ΦL

ls
ΦL

ls + ΦE
ls
(d log wℓs + d log Lℓs)

+
ΦL

ls
ΦL

ls + ΦE
ls
(d log pEl + d log Eℓs)

)
.
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