
NBER WORKING PAPER SERIES

LABOR MIGRATION, CAPITAL ACCUMULATION, AND THE STRUCTURE
OF RURAL LABOR MARKETS

Taryn Dinkelman
Grace Kumchulesi
Martine Mariotti

Working Paper 32144
http://www.nber.org/papers/w32144

NATIONAL BUREAU OF ECONOMIC RESEARCH
1050 Massachusetts Avenue

Cambridge, MA 02138
February 2024

This is the authors' final version of the paper, which has been accepted for publication at the 
Review of Economics and Statistics. UK DFID and the IZA funded this work for the 
benefit of developing countries (GA-C2-RA4-181). Views expressed are those of the 
authors and not necessarily those of DFID (now FCDO), IZA, or the National Bureau of 
Economic Research.

NBER working papers are circulated for discussion and comment purposes. They have not been 
peer-reviewed or been subject to the review by the NBER Board of Directors that accompanies 
official NBER publications.

© 2024 by Taryn Dinkelman, Grace Kumchulesi, and Martine Mariotti. All rights reserved. Short 
sections of text, not to exceed two paragraphs, may be quoted without explicit permission 
provided that full credit, including © notice, is given to the source.



Labor Migration, Capital Accumulation, and the Structure of Rural Labor Markets
Taryn Dinkelman, Grace Kumchulesi, and Martine Mariotti
NBER Working Paper No. 32144
February 2024
JEL No. J21,J24,O15,O55

ABSTRACT

Between 1967 and 1974, a bilateral treaty increased circular labor migration from Malawi to 
South Africa by 200%, bringing over 53 million USD in earnings into origin communities. A 
deadly migrant worker plane crash in 1974 ended these flows and led to migrant repatriation. We 
study how this shock affected local labor markets. In regions receiving more migrant capital after 
the crash, workers, particularly women, shifted from farming into non-farm work over thirty 
years. Investments in non-farm physical and human capital contribute to these sectoral changes. 
This natural experiment shows that temporary capital inflows can permanently reshape rural labor 
markets.

Taryn Dinkelman 
Department of Economics 
3058 Jenkins Nanovic Halls 
University of Notre Dame 
South Bend, IN 46617
and CEPR
and also NBER
tdinkelm@nd.edu

Grace Kumchulesi
Malawi Planning Commission 
Chief M'Mbelwa House 
2nd Floor, City Centre 
Private Bag B316
 Lilongwe 3
Malawi
grace.kumchulesi@afidep.org

Martine Mariotti
Australian National University
Research School of Economics 
H W Arndt Building 25a 
Acton
ACT 2601
Australia
martine.mariotti@anu.edu.au

A data appendix is available at http://www.nber.org/data-appendix/w32144  at n/a



What factors facilitate a structural shift of employment out of agriculture? What do

workers in poor, rural areas require in order to move away from low productivity farming

and towards more productive jobs in manufacturing and services? Such questions are at

the heart of classic theories of economic development (Lewis, 1954; Rosenstein-Rodan, 1943)

and continue to motivate economists to explore why sectoral productivity gaps persist, and

what factors might trigger structural change in low-income countries.1

Theories of structural transformation typically rely on exogenous productivity growth or

income shocks to generate incentives for labor to move across sectors. Recent empirical evi-

dence points to specific technology and trade shocks as triggers for structural transformation

in the labor market. For example, in Brazil, new labor-saving hybrid seeds released workers

from low- productivity agriculture, shifting them towards industrial jobs (Bustos, Caprettini

and Ponticelli, 2016; Bustos, Garber, and Ponticelli, 2020). Trade liberalization in Vietnam

reallocated farm workers towards higher productivity non-farm enterprises by changing rela-

tive goods prices across these sectors (McCaig and Pavcnik, 2018). And in China, accession

to the WTO reduced tariff uncertainty to a greater extent in the non-farm relative to the

farm sector, resulting in employment shifts out of agriculture (Erten and Leight, 2021).

Our paper provides new empirical evidence on an alternative trigger for long-run struc-

tural change: a temporary increase in the local supply of capital provided by international

migrant workers. Analyzing a natural experiment in Malawi that dramatically changed op-

portunities for international migration over a short time period, we show that a temporary

migrant capital surge led to persistent changes in the structure of local labor markets that

emerged over the following thirty years.2

1Gollin (2002) and Gollin, Lagakos and Waugh (2014) analyze productivity gaps across

sectors. McMillan, Rodrik and Verduzco-Gallo (2014) document structural change in African

countries since the 1990s.

2Dinkelman and Mariotti (2016) exploited features of this natural experiment to show

how international migration shocks affect contemporaneous human capital attainment.
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We exploit spatial variation in migrant money injected into local labor markets in Malawi

between 1974 and 1975 following large, unanticipated shocks to international migration op-

portunities. In 1967, lucrative opportunities to migrate to the South African gold mines were

opened up when a new treaty between the two countries facilitated legal, temporary migra-

tion contracts. This opportunity ended unexpectedly in the mid-1970s, with the banning

and subsequent repatriation of all Malawian migrants in response to a mineworker plane

crash that killed miners in transit in 1974. Migrants at different points in their time-limited

contracts at the time of this plane crash were repatriated with different amounts of money,

generating exogenous spatial variation in migrant capital per worker.

Between 1967 and 1975, legal temporary migration to South Africa rose by 200% and

then fell to zero. This short, sharp shock to migration caused a large capital injection:

Malawi received over 53 million USD in compulsory migrant remittances during this time;

three times larger than US foreign aid to Malawi in 1974. Online Results Appendix Figure 1

shows this temporal variation in labor migration (on the left hand side y-axis) and migrant

money (on the right hand side y-axis). One quarter of remittances between 1967 and 1977

occurred in 19 months following the plane crash. We hone in on 1974-1975 to leverage

district-level variation in migrant capital generated by the exogenously-timed plane crash.

To study how these migrant capital injections affected local labor markets, we build a

panel dataset of money flows and labor market outcomes by digitizing archival material on

district-level remittances and matching it to multiple waves of Malawian population census

data. The main treatment variable is the amount of migrant capital per worker received by

each district immediately after the migration ban, when all migrants who were still away

had returned home, and were paid out their accumulated deferred pay.

Our empirical strategy compares subsequent changes in labor market outcomes from

1977 onwards across districts that receive more versus less migrant money per returned

worker, controlling for district and decade fixed effects, and allowing for time-varying effects

of baseline covariates. The key identification assumption is that conditional on district and
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decade fixed effects, and controlling for differential trends related to baseline covariates,

districts receiving more or less capital per worker after the plane crash would have evolved

similarly in the absence of this injection of capital.

We show that districts with larger capital injections per migrant experienced a greater

share of workers shifting out of farming and into non-farm service activities after the end

of the international migration episode. Sectoral shifts began slowly in the first ten years

following the end of migration, once all migrants had returned, and persisted into the second

and third decades post-shock, long after the migrant capital surge dissipated. Women and

men shifted into the service sector, specifically into construction (men) and into retail sector

jobs (both). Impacts are larger, and most robust, for women.

These shifts in sectoral employment are unlikely to be driven by miners acquiring more

education or changing their aspirations while abroad. Mine work was extremely low-skilled,

and miners were constrained to live in mining compounds, physically segregated from the

South African economy during apartheid. Moreover, our results are strongest in subsequent

decades for women, who would not have been migrant mineworkers at all.

The biggest threat to identification is the possibility that the structure of work in high

migrant capital per worker districts might have changed even in the absence of the temporary

migrant capital infusion. Because disaggregated employment data do not exist for Malawi

prior to the 1970s, we cannot directly test for parallel pre-trends in employment outcomes

across high and low migrant capital per worker districts. Instead, we test for parallel trends

in population growth – another typical measure capturing the level of development in a

district – prior to the plane crash. We cannot reject parallel trends in population growth

prior to 1967, suggesting that high and low migrant capital per worker districts were not

on differential growth paths before the migrant capital injection. However, we show that

the migrant capital injection triggers population growth across districts after the migration

episode, as well as a spatial shift in population towards market towns and urban areas within

a district. These changes in the distribution of population within a district are additional
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indicators of structural change in the rural economy.

The evidence in our paper is consistent with migration-induced capital accumulation trig-

gering a slow and steady expansion of the non-farm service sector in rural Malawi. Economic

theory suggests this could have happened through some combination of a temporary posi-

tive income shock and an increased supply of capital invested in the farm and/or non-farm

sectors (Herrendorf, Rogerson and Valentinyi, 2014).

To investigate mechanisms for the persistence of changes in the labor market, we as-

semble data on farm and non-farm capital goods from population and agricultural censuses,

household income and expenditure surveys, and demographic and health surveys, before and

after the migration shock. While our data are unable to tease out all possible mechanisms of

influence, we provide evidence that both human capital accumulation and non-farm physical

capital (rather than farm capital) likely account for some of the long-run changes we identify.

Human capital gains in high migrant capital districts are larger for females than for males.

And, fifteen years after the end of the temporary migration episode, households in districts

that received more migrant capital were significantly wealthier and held more private assets.

A key result we show is that these wealth gains are not solely driven by younger cohorts, who

would have benefited from human capital gains funded by migrant earnings. Instead, older

cohorts also benefit from being in higher migrant-capital districts, suggesting that education

gains are only a part of the story behind the structural changes we measure in our data.

The primary contribution of our paper is to empirically demonstrate that a once-off cap-

ital shock, facilitated by temporary international migration, can trigger persistent changes

in labor market structure and shifts out of agricultural work over the long-run. Our paper

contributes to the literature on the broader impacts of remittances in developing countries.3

Clemens and McKenzie (2018) note that the cross-country literature on effects of remittances

3There is a long tradition of estimating how migrant money directly affects migrant

households, e.g. Dustmann and Kirchkamp (2002), Woodruff and Zeneto (2007), Yang

(2008), Kinnan, Wang and Wang (2016).
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on home country outcomes is largely inconclusive, and that economists remain “surprisingly

unsure of its (remittances) broad development effects”. Addressing this deficit in the litera-

ture, a handful of recent empirical studies use natural experiments and exogenous shocks to

migrant demand or to remittances within countries to uncover the broader, market-level de-

velopment impacts of international migration. For example, Theoharides (2018) shows that

increased (exogenous) demand for migrants from the Philippines stimulates higher levels of

schooling attainment at local labor market level. Theoharides (2020) also finds that shut-

ting down the largest Filipino migration channel to Japan reduced income, and increased

labor force participation and child labor in sending labor markets of the Philippines. These

two papers demonstrate that shocks transmitted through international migration can have

profound effects on sending country economies.

Our paper is most closely related to Khanna, Murathanoglu, Theoharides, and Yang

(2022), who show that an exchange rate-induced shock to migrant remittances to the Philip-

pines has positive long-run impacts on local incomes in sending labor markets. However,

where their findings are based in a setting with long-standing and continued migration flows

and focus on outcomes two decades after an exchange rate shock, we show that even once-off

episodes of temporary migration can have long-lasting (up to three decades), persistent ef-

fects in the sending economy. Both our study, and theirs, demonstrate that migrant capital

matters for long-run outcomes in local labor markets, and that decades of data are required

to detect impacts on employment and on incomes.

A second key contribution of our paper is to highlight the potential importance of tem-

porary international migration and associated migrant capital for Africa, the region with

perhaps the greatest potential for structural change. Migration is an important feature of

labor markets in many low-income countries. Remittance flows are now the largest source

of external funds in developing countries, exceeding total foreign aid flows and foreign direct

investment (The World Bank, 2019). Only a handful of papers estimate the developmen-

tal impacts of seasonal and guest worker programs on origin countries, all of them outside
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of Africa, e.g. Gibson, McKenzie and Rohorua (2014) and Gibson and McKenzie (2014).

Malawi’s experience suggests that managed circular labor migration channelling earnings

back to sending communities may offer a practical tool for triggering longer-run structural

change in communities where industrial, agricultural, and trade revolutions have been slow

to arrive. There is vast scope to learn more about how these tools should work in prac-

tice. For example, the changes we measure in Malawian labor markets occur after the end

of international migration. Our setting is not well designed to tell us whether the sectoral

employment shifts in response to migrant money would have been even larger, or would not

have occurred at all, if international migration had been allowed to continue. This remains

a set of questions for future work.

Finally, our results provide new evidence on the triggers of structural transformation.

Similar to Bustos, Garber, and Ponticelli (2020), we highlight the role that an increased

supply of capital plays in facilitating structural change, although the increase in capital here

is transitory, being driven by an increase in earnings from temporary labor migration (not

from agricultural technology shocks as in Bustos, Garber, and Ponticelli (2020)), and we

measure impacts over a longer horizon. To the best of our knowledge, the structural change

literature has not yet considered international migration as a source of local capital that

could facilitate reallocation of labor across sectors.4

1 Conceptual framework: Linking temporary capital injections

with long-run changes in the labor market

How might a temporary injection of migrant money affect the types of work that people

are able to do in a rural economy? First, and most directly, the return of migrant money

increases local incomes and consumption of migrants and migrant households. Returning

4Foster and Rosenzweig (2008) model how national rural-to-urban labor migration and

remittances facilitate structural change in rural labor markets.
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migrants increase their local demand for farm- and non-farm goods. When preferences are

non-homothetic, the demand for – and hence viability of – goods and services produced by

the non-farm sector will increase faster than the demand for food (Herrendorf, Rogerson and

Valentinyi, 2014; Gollin, Jedwab and Vollrath, 2016). Returns to work change across sectors,

bidding up the price of non-farm relative to farm work and encouraging workers to move

out of farming. Yet these changes are likely to be transitory, unless there are mechanisms

for capital accumulation to occur in response to the temporary increase in migrant capital.

This is where the following channels of impact become important.

A second way that migrant capital may affect local labor markets is by providing liquidity

for investment in all sectors and across a broader range of households. In the farm sector,

farmers may choose to invest in farm capital such as seeds, fertilizer, or farming equipment.

If the economy is closed, as is the case for Malawian districts, more farm capital lets farmers

meet minimum food production requirements with less labor, and excess labor can be released

to the non-farm sector.5

In the non-farm sector, migrant capital can enable individuals to overcome fixed start-

up costs of opening businesses, and/or allow them to expand production in this higher

productivity sector (as in Woodruff and Zeneto (2007) in Mexico, and Yang (2008) in the

Philippines). Even if migrants are not starting businesses themselves, they may act as local

financial intermediaries that lend money to entrepreneurs (Buera, Kaboski and Shin, 2013),

thereby allowing the non-farm sector to expand and pulling workers out of the farm sector.6

Investment of migrant earnings in human capital (education or health) is a third channel

through which migrant capital can affect local economies. Investments in health or education

5There is wide variation in maize prices across districts in Malawi (Robinson, 2016), indi-

cating that districts are reasonably closed economies. Researchers (e.g. Beegle, Galasso and

Goldberg (2017)) have also shown large frictions in land and in agricultural input markets.

6Most borrowing is likely to be local in scope. As late as 2014 (The World Bank, 2014),

Malawi had only 4.85 ATMS and 3.2 bank branches per 100,000 people respectively.
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feed into the labor market with a lag, directly improving worker productivity of the next

generation. If literate or healthier workers have higher returns in non-farm relative to farm

sectors, an increase in the share of skilled workers could lead to shifts in the sectoral allocation

of labor over time (e.g. as in Porzio, Rossi, and Santangelo (2021)).

Underlying each of these investment channels is the idea that there is insufficient capital in

the local economy to break out of a poverty trap (Balboni, Bandiera, Burgess, Ghatak, Heil ,

2021). Incomes are so low that savings cannot be sustained, and people cannot afford to buy

much more than food. In this context, increasing the supply of capital even temporarily can

lead to a big push through some combination of the above channels: some households spend

more on non-food items (services, physical capital, human capital); other households start up

small businesses to supply this new demand. Importantly, in order for temporary increases in

migrant capital to trigger long-term impacts on the structure of the labor market, the shock

to migrant capital should translate into higher savings and investments at the level of the

local labor market, not just at the level of the individual migrant. As savings and investment

accumulate within and across migrant households, the impact of the initial income shock

grows and becomes visible at district level over time.

In Section 6, we will assemble evidence on these channels of persistence and discuss why

migrant capital injections may be slow to effect change at the level of the local labor market.

2 Context: Rural labor markets in Malawi

Malawi was and still is a predominantly agricultural economy, although the importance of

agriculture for work and output has changed over time. In the 1960s, agriculture accounted

for half of Malawian GDP. By 2015, this contribution had shrunk to 30%. Employment

in agriculture declined much more slowly from 84% in 1977 to 61% by 2008. The share

of manufacturing in GDP fell from an already low 13% in the 1960s to 10% in 2015, with

employment in this sector shifting from 5% in 1977 to 9% in 2008. Over five decades, the

share of services in GDP increased from around 40% to almost 55% (The World Bank, 2016)
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with the share of employment in the sector rising three-fold from 8% in 1977 to 24% in 2008.

These shifting patterns of employment from farm to non-farm sector, with non-farm jobs

concentrated in services rather than manufacturing, strongly resemble patterns of structural

change in other African labor markets over the last three decades (e.g. Gollin, Jedwab and

Vollrath (2016) and McMillan, Rodrik and Verduzco-Gallo (2014)).

Online Results Appendix Table 1 illustrates these broad patterns of change for men and

women separately. Between 1977 and 2008, the share of workers in the Malawian agricultural

sector fell from 94% to 70% for women and from 76% to 53% for men. Over the same period,

the share working in services increased dramatically. In 1977, 2.8% of women and 12% of

men were in service sector jobs and by 2008, these shares had risen to 20% for women, and

28% for men. A Herfindahl index of sectoral employment concentration shows a fall from

0.89 to 0.55 for women’s employment and from 0.62 to 0.36 for men’s employment, signifying

a decline in employment concentration over time.

It is worth noting that labor force participation rates for men and women are high in

Malawi. Between 84% and 96% of working adult adults were working or looking for work in

different decades. At the same time, there is good evidence of substantial underemployment

and excess labor supply in rural Malawi (see, for example, Goldberg (2016)).

The non-farm sector in rural Malawi is dominated by work in retail trade, the public

sector, and small-scale personal and general services, often run by the self-employed. To fix

ideas about the nature of this non-farm work, we graph the percentages of workers employed

in non-farm industries and occupations, for each of the most prevalent non-farm categories

of work. Online Results Appendix Figure 2a shows that retail and wholesale trade tops

the list of non-farm industries: 45% of women and 32% of men work in this sector, with

the next largest categories being the public sector (e.g. teachers, medical staff) and hotels

and restaurants for women, and manufacturing, construction, and the public sector (in-

cluding defense) for men. Smaller shares of women work in manufacturing, transport and

communications, and other services, and 6% of men work in business services or transporta-
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tion/communications/storage. Occupational patterns in Online Results Appendix Figure

2b follow the industry patterns in the prior figure. Almost 30% of women working in the

non-farm sector are working proprietors (self-employed). 17% are sales and shop assistants,

16% are teachers or nurses, and 6% are food and beverage producers. About 18% of men

report being working proprietors and 11% are shop assistants; 19% are teachers, nurses, or

work in security while 12% work as brick-makers or carpenters.

We note several facts about how services are produced in Malawi. First, small businesses

are common in rural areas. While all rural households farm, data from the mid-1990s shows

that around one in five households also owns a non-farm enterprise (Alvarez-Cuadrado,

Amodio, and Poschke, 2021). Second, although many of the service sector jobs documented

in Online Results Appendix Figures 2a and 2b are in small-scale household enterprises, these

activities tend to use more capital on average than farming does.7 Third, labor tends to be

more productive on average in the non-farm sector than in farming: estimates suggest that

labor is two to four times as productive in the non-farm relative to the farm sector (Gollin,

Lagakos and Waugh, 2014).8 So, even though jobs in the non-farm sector are low-skilled

and not highly productive, the average worker in this sector may still be more productive in

such a job relative to working the farm sector.

With these stylized facts about Malawi’s rural economy in hand, we next describe the

historical context of our natural experiment.

7Farming uses little capital in Malawi (Chen, Restuccia, and Santaeulalia-Llopis, 2017).

8Gollin, Lagakos and Waugh (2014) use micro data from developing country house-

hold surveys to compute average labor productivity gaps between agricultural and non-

agricultural sectors of around 4.3 (for countries similar to Malawi, they find gaps of 2.3 for

Ghana and 4 for the Ivory Coast). This means that shifting one worker from the farm to the

non-farm sector should generate 4.3 times more value. We use income and expenditure sur-

vey data from Malawi to estimate the value added of labor in farm and non-farm businesses

in rural areas; we find a productivity gap of 2.9 in 2000.
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3 Historical circumstances of the natural experiment

Off and on during the 20th century, mine work in South Africa provided a feasible sector of

work for Malawian men willing to migrate. These work opportunities were organized between

the Malawian government, whether colonial or independent, and the South African mine la-

bor recruiting agency, the Witwatersrand Native Labour Association (Wenela). Workers

were employed on fixed two-year contracts at set rates that were higher than any local wage

work, which itself was limited. Selection into mine work on the basis of observable charac-

teristics was limited to minimum age and weight requirements. There were no education or

skill requirements and about 60% of the Malawian miners in South Africa had no education

at all. Most miners were between the ages of 20 and 30 (author calculations, South African

Census data 1970 and 1980). Prior to 1967, legal circular migration was limited by national

recruiting quotas that were held at less than 2% of the working age male population.

Then in 1967, a new labor treaty (Treaty, 1967) removed the old quota and migration

expanded from 40,000 to over 120,000 men in five years, as seen in Online Results Appendix

Figure 1. This short-lived surge in migration ended abruptly in April 1974, when a Wenela

plane returning to Malawi crashed, killing all miners aboard. Then-president Banda banned

all labor recruiting in Malawi and recalled all miners from South Africa. The number of

Malawians working on South African mines fell to zero in the two years following 1974. By

1977, all miners were back home in Malawi.9

Between the labor treaty (1967) and the labor ban (April 1974), mine work expanded

dramatically across all districts, facilitated by low entry barriers and wages that promised 2.5

9By 1977, Banda had realized that mining capital was a crucial source of foreign reserves

for the country and rescinded the ban on migration. Migrant flows never returned to prior

levels; by the 1980s, Wenela had redirected recruiting towards the South African labor

market. Mariotti (2015) analyzes how this shock affected outcomes in South Africa.
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times more than the next best wage-earning job at home.10 By the late 1970s, approximately

one in three Malawian adult men had ever worked as an international migrant (see summary

statistics in Online Results Appendix Table 2). Crucially for our paper, because these miners

were contractually obliged to receive 60% of their earnings as deferred pay upon repatriation,

most migrant earnings returned to Malawi. This deferred pay formed the basis of their ability

to accumulate in rural sending regions.11

Flows of money paralleled the ramp up of migration in the late 1960s and the equally

dramatic decline of migration in the mid-1970s. Between 1966 and 1975, total migrant capital

flows rose twenty-fold, driven by increases in migration and by increases in the mining wage

offered in South Africa (see Online Results Appendix Figure 1; deferred pay in June 1966

was 135,604 USD; by November 1974 it had risen to 2,786,807 USD).12 Total deferred pay

inflows over the entire period were 53 million USD. At peak migration in early 1973, Malawi

received 2.75 million USD from miner earnings in a single month, or almost 115,000 USD

on average per district. Each migrant returning from a completed two-year contract would

have received between 130 USD and 295 USD, depending on when he left. As a benchmark,

average per capita GDP in 1970 in Malawi was only 63 USD.

Money flows spiked after the plane crash as all miners were repatriated (see second

vertical line in Online Results Appendix Figure 1). This spike lasted just under two years.

Depending on how one discounts, between one fifth and one quarter of the total amount

of migrant capital from the entire migration episode returned to Malawi in the 19 months

after the plane crash. This latter part of the migration period (1974-1975) represents the

10Wage work for farmers was most prevalent on tobacco or sugarcane estates.

11We refer the reader to Dinkelman and Mariotti (2016) for a more detailed discussion of

the history of organized legal mine migration from Malawi to South Africa.

12Figure 3 in the Online Results Appendix shows the trend in miner real and nominal

wage rates in Malawian Kwacha between 1966 and 1975 alongside the global gold price in

USD, the key driver of increased wages.
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period of largest, coordinated capital flows back to rural districts in Malawi. Because not

all miners would have completed their two-year contract at the time of the plane crash, the

average amount of money per migrant returned to the country after April 1974 was 73 USD

per migrant.

We are concerned with estimating the impact of migration-induced remittances from this

temporary migration episode on district-level changes in the labor market. Capital flows per

worker throughout the Treaty and ban period fluctuated across districts, we argue, somewhat

randomly. The total amount of capital per migrant that flowed back to a district was driven

by several factors: the number of migrants contracting at specific wage rates (with higher

wages being paid later in the period) and, at the end of the Treaty period, by how much of

his contract each miner had completed upon repatriation (with those having completed more

of their contracts having more paid out). This variation in capital per returned migrant,

driven by timing differences in contracts, is what we exploit to identify effects on sectoral

employment shares in the labor market. The next section discusses alternative ways of

measuring this capital inflow.

4 Empirical strategy and Data

4.1 Estimation

To isolate the persistent effects of migrant capital per worker at market-level, we specify the

following empirical model for labor market outcomes Ydt:

Ydt =
∑
t

αtMigrantCapitald ∗Decadet + κt + δd +WdTrendtλ+ ϵdt (1)

where d is the district and t is the decade (1977, 1987, 1998 or 2008). The main set of

outcomes Ydt includes the share of economically active adults in agriculture, manufacturing

or services. MigrantCapitald is our main treatment variable which captures migrant capital

per returning worker; we discuss measurement of this variable below. MigrantCapitald is

interacted with Decadet, a set of decade dummies for one, two and three decades after the
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end of migration (1987, 1998 and 2008 respectively). The omitted decade category, 1977 is

our baseline year and the year by which all migrants have returned from South Africa.

Our regressions include decade (κt) and district (δd) fixed effects, and a vector of baseline

district covariates and region dummies interacted with a linear trend term (WdTrendt). ϵdt

is an idiosyncratic error term. Regressions are estimated separately by gender.

Equation (1) allows us to estimate the effect of the capital per returned migrant on

differential changes (rather than level differences) in employment outcomes across districts

after 1977. δd controls for constant average differences in labor markets across districts

(e.g. districts with lake access are always able to support work in fishing industries). These

controls also standardize for district population size. κt controls for aggregate changes in the

labor market that affect all workers equally, for example, a nationwide drought that occurred

in the early 1990s and which likely affected agriculture everywhere. Trend interactions

flexibly allow districts with different initial population densities, literacy rates, marriage

rates, malaria risk, cash wage work, and crop suitability for tobacco and maize farming to

evolve differently over time. Regions are also allowed to evolve differently over time, by

including linear trend interactions with Central and Southern region indicators (Northern

Region is the omitted category).

Both sign and significance of the αt parameters are informative. α1987 is the percentage

point change in the relevant employment outcome (e.g. share in farming) between 1977 and

1987, the first decade after the plane crash. α1998 and α2008 provide the same parameter

estimates for two and three decades post-crash. For the migrant capital injection to have

had any effect on the local economy, we should consider α1987. Non-zero estimates of α1998

and α2008 indicate persistence of the initial shock over time.

4.2 Identification

Our identification assumption is that conditional on district and decade fixed effects, and

controlling for differential trends related to baseline observable characteristics, districts re-
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ceiving more or less capital per worker would have evolved similarly in the absence of this

injection of capital.

We consider two ways to measure the migrant capital injection. One approach is to

use cross-district variation in migrant capital per worker received over the whole migration

period, from 1967 to 1975: we call this total K/L. Another approach is to hone in on the 1974-

1975 period to leverage variation in migrant capital per worker across districts generated by

the exogenously-timed plane crash. We call this measure K/L shock.

Each measure has its strengths and weaknesses. Total K/L is attractive because it could

capture the effects of cumulative capital in a district. This measure could be important for

detecting agglomeration effects that contribute to labor market adjustments over time. Yet,

as we noted in Section 3, some of the variation in total K/L is a function of when a worker

left for the mines. If we are worried that unobserved local economic factors drive the time

profiles of migration across districts over this eight year period, we would want to test that

trends in sectoral employment shares before 1977 are similar across high and low total K/L

districts. Unfortunately, the data for this pre-trends test does not exist.13

Alternatively, we could use the the cross-district variation in migrant capital per worker

induced by the timing of the plane crash. K/L shock is appealing because the plane crash

is clearly an exogenous shock and allows us to pinpoint a much finer source of variation in

migrant capital per worker in each district. Remittances triggered as a result of the plane

crash would vary at district-level only because workers contracted at different wages over

a much smaller window (whether in 1972, 73 or 74) and started at only slightly different

times, leading to different total months of contract completion at the time of the crash.14 The

13Census instruments from the 1940s, 1950s, and 1960s did not collect sector of work data

(nationally or at district-level) for any African workers.

14For example, a district with more migrants closer to the end of their 24 month work

period in April 1974 would have received more money; a district with more workers who had

started slightly later would also have received more money because of the higher wage.
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differences in the composition of these contracts around the time of the plane crash is likely

to be random. However, using this measure means that we might miss out on estimating

the effects of the cumulative migrant capital receipts.

Because of the data limitations we face in checking historical pre-trends in outcomes

variables in the context of Malawi, we make the “cleaner” variation in migrant capital,

K/L shock, the basis of our identification strategy and present results using this measure of

treatment. However, we also show that our main effects on sector of work are similar using

the broader total K/L measure.

4.3 Evidence to support the identification strategy

Table 1 presents tests of covariate balance across high and low K/L shock districts. For

comparison, we also show the balance regression using the alternative treatment variable,

total K/L. K/L shock is contained in K/L, and both outcomes are measured in units of

100USD per migrant worker. To gauge the economic significance of the point estimates,

coefficients should be multiplied by 100 (USD).

We regress each district-level outcome on a set of historical and geographic district charac-

teristics. Since the cross-sectional variation comes from 24 districts, we report randomization

inference p-values for each coefficient as well as for the joint test of all slopes equal (Roodman

et al, 2019; Young, 2019; Davidson and MacKinnon, 2010).

Comparing the results across the two columns, we note that the coefficients in the K/L

shock regression are always smaller than the coefficients in the K/L regression, and in some

cases, by a large margin. At the same time, none of the coefficients is statistically significant

in either regression, and we fail to reject the joint test of significance in either case. Since

districts look statistically similar across high versus low K/L Shock and K/L districts, and

because we have argued that the cleaner variation is contained in K/L Shock, the bulk of

our analysis will be focused on using K/L Shock as the main treatment variable.

Some coefficients in Table 1 (such as those on the variables capturing the share of men
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and women working for no cash wages) are large in magnitude. For example, a district in

the Central region is predicted to receive 47USD more in K/L Shock than a district in the

Northern region (omitted category). To interpret the magnitudes of continuous covariates,

we multiply the coefficient by the value of one standard deviation of the relevant variable

(see Online Results Appendix Table 2 for covariate means and standard deviations) and

then multiply by 100(USD). With a one standard deviation higher share of men earning no

cash wage in 1966 (0.1), a district is predicted to receive 179USD (-17.97*0.1*100) less per

migrant after the crash. With a one standard deviation higher share of women earning no

cash wage (0.14) in 1966, a district is predicted to receive an additional 158USD per migrant

(11.29*0.14*100) in the wake of the crash. For other continuous covariates, the correlation

with migrant capital measures is very small: for example, a district with a one standard

deviation higher value of maize suitability is predicted to receive only 8.5USD less from the

K/L Shock (0.14*0.006*100).

While it would be ideal to have small correlations between all baseline covariates and the

migrant capital measures, our empirical strategy does not require that districts be balanced

in the cross-section. Equation (1) allows districts with different values of baseline variables

to trend differently over time, and we will show that our results are robust to including or

excluding the trend controls in WdTrendt.

Although we cannot test for pre-trends in employment outcomes due to data limitations,

we can examine what happens to log population and urbanization rates within districts be-

fore and after the capital shock. Testing for pre-trends in population outcomes is a reasonable

alternative since population density and urbanization are typical proxies for economic de-

velopment. Because we can measure these outcomes back to 1945 (population density) and

to 1966 ( for urban share of the district), we can estimate Equation (1) using a more stan-

dard difference-in-differences design. The results from these analyses show no evidence of

differential pre-trends across high and low K/L shock districts.

Because we are estimating the impacts of a shock over the thirty years following the
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initial event, one might be concerned about a variety of potential threats to validity that

could arise over this long time horizon. To counter the most direct and obvious potential

threats, we verify the robustness of our results in several ways.

A key potential threat to validity is if some other shock to local labor markets occurs

in high (or low) K/L shock districts in years after the plane crash. Because agriculture

is such a large component of Malawi’s economy, candidate shocks are likely to have come

from that sector. Our reading of the economic history literature suggests two candidate

confounders: the tobacco liberalization program which occurred in the early 1990s, allowing

subsistence farmers to start producing tobacco for export, and national fertilizer subsidy

programs introduced in the late 1990s and mid-2000s.

To address potential confounds coming from agricultural sector policies that differentially

affect districts, all main results include tobacco suitability and maize suitability interacted

with a linear trend in WdTrendt. To test for potential confounding from agricultural input

subsidies distributed in the mid-2000s, we additionally control for voucher access in the mid-

2000s interacted with the 2008 decade dummy (results are robust). Our results are also

robust to including nonlinear controls of all covariates interacted with decade dummies, to

including region-decade fixed effects, and to scaling the migrant capital shock by baseline

population in 1966, rather than by the number of returning migrants.

4.4 Data and summary statistics

We measure labor market outcomes, population outcomes, and district-level covariates using

six waves of Census data between 1945 and 2008 (different outcomes are available in different

sets of years). We digitize historical Census data available at the district-gender level from

1945, 1966 and 1977 and match this with Census labor market data from 1977 (100% sample),

1987 (the 10% sample), 1998 (100% sample) and 2008 (10% sample). Details of variable

construction are in the Online Data Appendix.

Key labor market variables are defined for men and women using labor market questions
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that are generally the same across survey instruments. Broad industry of work is available

for all economically active individuals 10 years and above. We use these broad measures

of industry – agricultural, manufacturing and services – to look at labor reallocation across

sectors, as well as a finer breakdown of industries in the non-farm sector: general manu-

facturing, retail, transport and communication, and all other services, including personal

services and government employment. Using the broader measures of industrial sector, we

construct a Herfindahl index that captures the diversity of employment within the district.

Data on total population and population by gender are available for each district from 1945

onwards and on urban shares of population from 1966 onwards.

We also collect and digitize material fromWenela administrative records showing district-

month level remittance flows from October 1967 to November 1975. Three categories of

monies were recorded by the mine labor recruiting agency: deferred pay, remittances and

other deposits. 89% of all monies returning to Malawi were in the form of compulsory

deferred pay; this is the measure of migrant capital we use in our analysis. Amounts are

aggregated over time to the district-level.

We estimate the number of migrants returning to each district in different years by

combining information from two variables in the 1977 Census data. We estimate the district-

specific number of migrants for the entire migration period (1967-1977) by multiplying the

district-specific number of men who report ever migrating at all in the 1977 Census by the

national share of these ever-migrants who report returning to the country between 1967 and

1977. To estimate the number of migrants returning to each district after the plane crash,

between 1974 and 1977, we make a similar calculation: multiplying the district-specific

number of men who report ever migrating at all in the 1977 Census by the national share

of these ever migrants who report returning to the country between 1974 and 1977. Online

Results Appendix Figure 1 shows that the number of returnees peaked in 1974 and 1975,

just after the plane crash.

Means and standard deviations for the main covariates in our analysis dataset are in
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Online Appendix Table A.2. An important takeaway from this table is that international

migration was widespread in Malawi prior to the plane crash. By 1977, on average one in

three adult men in a district had worked abroad. Between 3 and 9% of men in each district

were actually absent from Malawi at the time of the plane crash.

The average district received 87.6 Kwacha (the equivalent of 73 USD) per migrant worker

after the plane crash; this is the mean of K/L shock, representing more than one year’s worth

of earnings (1970 GDP per capita was 63USD). Each person in an average district would

have received 7.8USD between May 1974 and November 1975, or about a 12% increase in

income relative to per capita GDP.

5 Main results

5.1 Impacts of K/L shock on broad sector of work

Table 2 presents our main results for the broad categories of employment in agriculture, man-

ufacturing and services, and the Herfindahl measure of employment diversification. Panel

A shows estimates for women, Panel B for men. The unit of observation in each regression

is the district-gender-decade. For each outcome, we present estimates of αt from Equation

(1), including all controls. Regressions are weighted using 1977 population weights. Follow-

ing Young (2019), who argues that p-values generated through randomization inference are

more reliable than inference based on robust clustered standard errors in situations with few

clusters, we report statistical significance showing p-values generated using randomization

inference in square brackets. In discussing results, we evaluate each coefficient at the mean

amount of capital per returned migrant for the post-plane crash period (multiplying α̂ by

0.73, or 73 USD per migrant).

Table 2 shows that districts with larger capital flows per returned migrant experienced

more structural change away from agriculture into the non-farm sector, with both women

and (to a lesser extent) men shifting into manufacturing and services and with some increase

in the diversity of employment (reduction in the industry concentration of jobs).
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Specifically, for each additional 73 USD per worker that flowed back to a district by 1977,

the share of women working in agriculture fell by 0.65 percentage points in the first decade

following the shock (-0.009*0.73*100), by 2.7 percentage points in the next decade, and by

3.2 percentage points by the third decade after the shock. Column (2) shows smaller shifts

of women into manufacturing (0.16 to 0.38 percentage points) and column (3) shows larger

shifts into services (0.3 to 3.57 percentage points by three decades after the shock). Diversity

in female employment also increases (the industry concentration index falls). Randomization

inference p-values indicate that these sectoral shifts for women are precisely estimated for

agricultural and service sectors, and for manufacturing employment and industry concentra-

tion in the second and third decades post plane crash. Point estimates are most precisely

estimated in the very first decade after the end of the migration episode.

Panel B of Table 2 shows that men experience similar but smaller shifts away from

agriculture and towards non-farm sectors. At the mean value of migrant capital per worker,

the share of men working in agriculture fell by 0.8-1.4 percentage points in the first two

decades after the shock and rose by 0.16 percentage points in the third decade. Shifts into

the manufacturing and services sectors were also positive, but small. Male employment in

services increased by a significant 1.3 percentage points in 1998 and a smaller 0.28 and 0.45

percentage points in the first and third decades. Shifts into manufacturing are at most 0.35

percentage points (and statistically significant) in the second decade post-crash.

Although point estimates for women are always larger than those for men, these differ-

ences are not always statistically significant using randomization inference p-values. In Panel

C of Table 2, we show that male and female impacts are statistically significant only for shifts

out of agriculture in the first decade post-crash, the shift into manufacturing in the second

decade post-crash, and the industrial concentration index in the first decade post-crash.15

15We pool the male and female datasets, generate a full set of female interactions for

every covariate, re-estimate Equation (1) including this full set of interactions and test the

significance of the K/L shock ∗Decadet ∗Female term for each decade using randomization
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To be sure that results using our main treatment measure K/L shock are not missing im-

portant agglomeration economies, we estimate Equation (1) using the alternative treatment

measure of total migrant capital per worker returned over 1967-1975. We should expect to

see cumulative migrant capital matter in the same way for sectoral labor reallocation, or

even more so, using total migrant capital per worker. The mean of the treatment variable

here is 1.29. Table 3 results indicate that at the mean K/L in a district, female employ-

ment shifts out of agriculture by 0.68, 2.7, and 3.22 percentage points in the three decades

after 1977, and shifts female employment into services by 0.36, 1.81, and 3.61 percentage

points. These results are very similar in magnitude and significance to the results in Table

2. Men’s results are also similar across alternative treatment measures: at the mean level of

K/L, men’s employment in agriculture falls by 0.9 and 1.5 percentage points in the first two

decades post-crash, and men’s employment in services rises between 0.28 and 1.4 percentage

points. The similarity of impacts across the two measures of treatment suggests that we are

not missing scale economy effects by using the “cleaner” variation in K/L shock.

Overall, employment shifts in response to capital inflows are positive, somewhat lagged,

and persistent. They suggest some measure of structural change: in districts with more

migrant capital per worker, men and women shift out of farming and into services, and

to a lesser extent, manufacturing.16 We discuss the lagged and persistent nature of the

employment impacts in Section 6.

We can use Table 2 results in a back-of-the envelope estimate of how much migrant

capital contributed to overall structural change over time. In the four decades before 2008,

employment shares in agriculture fell by around 24 percentage points for women, from 94%

to 70% (Online Results Appendix Table 1). For men, this decline was 22.8 percentage points.

Summing up our estimates of the percentage points from Table 2, the average district-level

inference. This is a demanding specification, given our 24 districts.

16Our main results are robust to a variety of different specifications, shown in Online

Appendix Tables A.4-A.8.
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migrant capital shock accounted for about 25% of the structural reallocation of female labor

out of farming and into non-farm work. For men, this contribution is smaller, at around

5.8%.17

5.2 Impacts of K/L shock on narrow sector of work

What types of non-farm work developed in high capital shock districts, in the thirty years

after this migration episode? Table 4 presents a finer breakdown of sector of work for the non-

farm sector: general manufacturing and construction, general services, retail, and transport

and communications. General services include personal services (e.g. guards, domestic

workers and cooks), business services (advertising, or insurance, banks and engineers, legal

services, accountants) and other services (e.g. barbers, tailors, typists, public sector workers).

The retail sector includes wholesale and retail trade of food, fuel and other goods, hotels and

restaurants, car repairs etc. Transport includes transport of goods and/or people, including

using buses, taxis, boats, bikes, warehousing, and telecommunications. All specifications

follow the form of Equation (1).

For women, we see the most significant and sustained impacts on employment in the

general services and retail sectors. For each 73 USD per returned migrant received, the

share of women working in general services rose between 0.2 and 1 percentage points; the

share of women working in retail rose between 0.14 and 2.48 percentage points. The joint

test for the shift of women into retail can reject zero at conventional levels of significance.

The share of women working in each of the other non-farm sectors also rose significantly in

every decade after the capital injection.

The shifts of employment within the non-farm sectors are a little different for men. Table

17An average district had 58,000 women and 57,000 men. The percentage increases in

employment in services estimated in Table 2 translate into a 5.78 percentage point increase

in employment among 58,000 women, or 3,353 more jobs. For men, the equivalent impact a

2.07 percentage point increase in service sector employment, or about 1,180 jobs.
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4 Panel B indicates that more capital in the district shifted male jobs out of manufacturing

(0.28 - 0.56 percentage points), transport (0.08 - 0.39 percentage points), and to some extent

general services, while shifting male jobs into construction (0.36 - 0.95 percentage points)

and retail (0.39 - 1.6 percentage points). The male employment shifts seem to be largest in

the second decade post-shock, while the female employment shifts are largest in the third

decade post-shock.

5.3 Impacts of K/L shock on population growth and urbanization

Next, we investigate how migrant capital inflows affected population growth and urbanization

within districts. We estimate versions of Equation (1) using a set of population variables Pdt

measured at district-year-age group level. We group the population into children (under age

5), youth (ages 5-18), and adults (ages 19 and older). For urbanization outcomes, the unit

of observation is the district-year cell. t now includes six years of Census data from 1945 to

2008 for population outcomes and five years of data (excluding 1945) for the urbanization

measure. Regressions are unweighted, and all controls (except population density for the

population outcomes) are included. Randomization inference p-values are presented for

coefficent estimates and for joint tests.

Figures 1a and 1b plot estimates of αt, the relationship between the amount of migrant

capital per worker received by each district between 1974 and 1975 and district-level popu-

lation growth and urbanization outcomes before and after the migration surge. The omitted

category for population outcomes is 1945, and 1966 for the urbanization outcomes. Each

point on the line represents the marginal impact of receiving 73 USD of migrant capital

between 1974 and 1975 on the log of the age-group specific population counts in the district

in each Census year (Figure 1a) or on the share of the population living in urban areas in

the district (Figure 1b). The regression table underlying these figures appears in Online

Appendix Table A.3.

The figure shows that districts that were going to receive 73 USD in migrant capital
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between 1974 and 1975 did not look significantly different (population-wise) compared to

districts that were about to receive less migrant capital, prior to 1966. This suggests that

high and low migrant capital per worker districts were not on differential growth paths before

the migrant capital injection.

Between 1966 and 1977, this pattern diverges. Districts receiving more migrant capital

per worker by 1977 experience significant population growth by 1977. This growth occurs

immediately, is sustained over the next decades, and is not just mechanically picking up

returning (male) migrants. Large significant effects are seen for women, as well as for children

under age 5 (perhaps suggestive of a small baby boom post-migration shock). Thirty years

after the labor migration episode, total population in the high K/L shock districts had

increased by around 5.2%.

Figure 1b shows the spatial reorganization of population within districts in the wake of

the shock, where the comparison year is 1966. By 1977, districts that received 73 USD more

per worker than other districts had 1.3 percentage points more of their population living in

an urban area. This significant gap in the share of population living in urban areas persists

through to 2008. Internal population rearrangements within districts are therefore likely to

have contributed to the observed structural change in these rural labor markets.

6 Unpacking timing and persistence of accumulation

The results in Section 5 demonstrate that the K/L shock impacted the structure of work

in rural labor markets, but this impact took time to be felt in any magnitude. Although

population growth effects appear immediately after the shock, the shifts in employment

across sectors take longer to manifest.

Section 1 outlined channels through which temporary migrant capital injections might

trigger sectoral shifts in employment shares, and why district-level shifts may only be seen

in the long-run. The main channels of impact included: (1) an initial positive demand shock

increasing the consumption of farm and non-farm goods; (2) an increase in the supply of
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liquidity facilitating farm and non-farm investments; and (3) an increase in human capital

investments. These three channels may not occur at all, may occur independently, or may

be related: for example, the initial consumption boost may have an immediate impact on

demand that becomes a persistent effect when coupled with the second and third channels.

The third channel additionally complements the second channel in the future, when the next

generation of workers enters the labor market.

In this section, we show that the pattern of long-run impacts we estimate in Section 5 are

consistent with migrant capital operating through several of the mechanisms from Section 2.

Throughout most of this section, we estimate regressions that take the form of Equation (1).

For the outcomes considered in this section, we have the added benefit of using pre-shock

data on outcomes so that we can estimate standard difference-in-differences models.

6.1 Evidence on increased demand for farm and non-farm capital

Ideally we would have data to show short-run purchases of food and non-farm goods in-

creasing immediately following the K/L shock. Unfortunately, in the absence of annual data

on any of these outcomes, we can only observe outcomes for non-food outcomes from 1987

onwards. Using these longer-run outcomes, we can test for persistent changes in holdings of

farm and non-farm goods.

In Table 5 we examine whether there is a persistent increase in purchases of both farm

and non-farm goods. Outcomes for Panel A, farm goods, are from the National Sample

Survey of Agriculture in 1968 and the National Household Income and Expenditure Survey

in 1998. We weight up to district-level using sample weights. Outcomes for Panel B, non-

farm goods, are from the national Census in various years. In both panels, we estimate how

farm and non-farm goods’ ownership changes in districts exposed to high versus low K/L

shock, in the decades after the plane crash, controlling for differences in ownership across

these districts in the decades before the labor ban.

Panel A presents estimates of the effect of exposure to the migrant capital shock on farm
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assets. We measure the average number of hoes and pangas per household before, and twenty

years after, the migration shock; and do the same for the share of households owning any

cattle. Oxcart ownership can only be measured in 1987, 1998 and 2008.

Districts receiving more migrant capital per worker do not seem to be strongly investing

in farm-specific capital over the longer run. Although the coefficients on K/L shock in 1987

are positive for hoes, pangas, and cattle, these estimates are not statistically significant using

randomization inference p-values.18 We do not place much weight on the differential decline

in oxcart use in high K/L shock districts, since this effect is so small.

In contrast to these results on farm-specific capital, there is some evidence that non-farm

specific assets increased, post-migration shock. In Table 5, Panel B, we examine changes

in ownership of assets that could be used for household consumption or for non-farm work.

We measure the share of households in the district in a given year that own a radio, have a

household with durable walls, a durable roof, and/or both durable walls and a durable roof.

Panel B shows immediate impacts on radio ownership in districts receiving more migrant

capital per work. Ten years after the plane crash, we see significant increases in the share

of households with durable walls and roofs, and durable roofs alone, in districts with higher

K/L shock. The share of houses constructed with better quality materials increased by 4.8

percentage points (0.054*73), or about 34%, in the decade following migrant capital inflows.

There is little to suggest that the temporary increase in migrant capital per worker

had a persistent impact on agricultural practices in rural Malawi; changes in agricultural

productivity are unlikely to account for the sectoral employment shifts we measure in Section

5. Rather, the results in Table 5 indicate a meaningful change in housing quality that may

well have resulted from an increase in the demand for non-farm goods. Improved housing

represents increased consumption. But it also represents increased investment in premises

required to provide non-farm goods and services (e.g. spaza shops, village bars and food

18Data on inputs like fertilizer, hybrid seeds, or type of crop planted where we may see a

longer term impact are not available prior to the early 2000s.
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stalls, hairdressing premises etc). Any positive demand shock triggered by the migrant

capital inflows post-plane crash would likely have stimulated the non-farm goods and services

sectors, and could have led to increased investment in these non-farm sectors.

Complementing this analysis of asset ownership in the Census data, we use the 1992

Malawi Demographic Health Survey (DHS) to capture a larger set of household assets and

to measure these assets 15 years after the end of the migration shock. If our hypothesis about

the migrant capital shock relaxing liquidity constraints is correct, then we should expect to

see increases in ownership across a wide range of assets, some of which might help with

production in a household business, while others might generate more consumption benefits.

The 1992 Malawi DHS is a cross-sectional dataset, so we estimate the cross-sectional

correlation between measures of household assets in 1992 and the K/L shock received by

each district in the mid-1970s. We ask whether districts that received more capital after the

migration shock exhibit greater physical asset ownership across a wider range of assets. For

households h in district d, we estimate:

HHAssetshd = γ0 + γ1
Kd

Ld

shock +Wdσ + µr + ωhd

(2)

where theWd variables are as before. Since we cannot include district fixed effects, we rely

on baseline district-level controls and region fixed effects (µr) to account for any differences

in initial wealth conditions across districts. We also control for the number of migrants

returning to each district prior to 1974 (in the 1967-1973 window), to compare districts

with the same migration “propensity”. ωhd an idiosyncratic error term. Our outcomes

HHAssetshd include indicators for ownership of specific assets like electricity, radios and

cars, as well as the DHS wealth index (units are in standard deviations) and a count of

household-level assets. Randomization inference p-values are provided for each coefficient.
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Table 6 column (1) shows that districts receiving more K/L shock by 1977 have higher

asset holdings 15 years later, as measured by a higher asset index, more durable houses

(roofs and floors), greater access to electricity, and higher radio and car ownership. These

results indicate changes in household fortunes that occur after a shorter time period than

the 20 years for which we see some of the main employment results in the Census data. This

table helps us understand that some of the “delay” in employment results is a function of

not having outcomes data for intervening Census years.19

The DHS data allow us to further investigate whether all of the gains from the migrant

capital shock are limited to the older generation in 1992; those who would have been adults

at the time of the shock. This investigation helps us further understand the ways in which

the migrant capital shock persisted. In Table 6 columns (2) and (3), we split the sample into

household heads that were adults at the start of the 1967 Treaty and those who would have

been children, or not yet born, at the time of the migration shock.

Comparing columns (2) and (3) in Table 6 shows that both age groups enjoyed some

higher asset ownership in high K/L shock districts. Specifically, 15 years after the shock,

older household heads from higher K/L shock districts, have more assets, higher quality

households with more services, and better transportation (more cars, fewer bikes) than

older household heads in lower capital districts. This gives us direct evidence of physical

capital accumulation that is independent of the next generation’s potential human capital

accumulation. At the same time, column (3) shows that younger household heads also

enjoyed better quality houses and (some) better services (e.g. water access) in high migrant

capital districts, although their relative asset accumulation is smaller than that of the older

households. This table suggests that human capital accumulation among younger cohorts

19As Section 2 noted, labor productivity in Malawi is estimated to be 2–4 times higher

in non-farm than in farm sectors. The wealth gains that we estimate at household level for

a given district’s mean exposure to migrant capital inflows therefore seem plausible, given

these large potential average gains from switching.
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may have played a role in shifting employment across sectors.

6.2 Evidence on human capital accumulation

We know from prior work (Dinkelman and Mariotti (2016)) that districts more exposed

to the total migration shock 1967-1977 invested more in the schooling of those who were

children at the time of the migration shocks.

In Table 7, we relate education profiles of different districts and cohorts to the inflow

of post-plane crash migrant money per worker. We focus on total accumulated education

of adults aged 20 to 65 in the 1998 census, some of whom would have been eligible for

schooling during parts of the migration surge. We ask whether mean levels of human capital

are higher for cohorts living in districts that received the largest K/L shock during their

years of primary school eligibility.

We estimate the following regression for the average education outcomes of cohort c in

district d (Educcd), separately by gender:

Educcd = γ0 + γ1
Kd

Ld

∗ Shockc + γ2
Kd

Ld

∗ Postshockc + ϕc + µd + VdCohortcσ + ωcd (3)

We exploit an extra piece of time variation to check whether cohorts eligible for primary

schooling in the narrow 1974-1977 period (Shockc cohorts) and right after the end of the

shock, 1977-1980 (Postshockc cohorts), gained more schooling if they were in high capital

inflow districts.20 Individuals are grouped into nine different five-year age bins. Primary

school age eligibility in Malawi runs from age 6 to age 15. Our control cohorts (omitted

cohort category) are those eligible for primary schooling before 1974. Cohort dummies

(Cohortc) are interacted with control variables in Vd: the log of 1945 population density, the

20Effects on education found in the post-shock cohort would lend support to our claim

that the migrant capital shock did have immediate impacts, but that we just can’t measure

them in any other data other than in long-run education outcomes.
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1945 literate youth share, and region fixed effects. µd are district fixed effects.

Results in Table 7 show that for each additional 73 USD received by returning migrants

in a district, female education rose by a significant 0.15-0.16 years for the shock-era and

post-shock era cohorts (0.73*0.23 and 0.73*0.21). Male education rose by a smaller and

non-significant 0.05-0.09 in the same cohorts. Each of these effects is relative to the control

cohort of older adults ineligible for schooling at the time of the labor ban.21 Migrant capital

raises the average female level of education by 8 - 8.5%, and for makes by a smaller 0.4 -

2.7%. Exposure to more migrant capital also raises female enrollment in primary school by

3.5 - 4% (significant for the post-shock cohorts), with negligible changes in enrollment for

males. And, the gender differences in the impact on education are statistically significant.

The results of Table 7 are important for several reasons. Together with the results in

Tables 5 and 6, they indicate that the migrant capital coming back to Malawi in the wake of

the plane crash was not just consumed, but also invested. In addition, the individuals who

gained the most education in response to more K/L shock (younger females) would only have

entered the work force in early adulthood around the mid- to late 1990s. This is exactly the

decade in which we start to see larger, significant impacts on sectoral employment shifts, and

more so for women than men. It is likely that the human capital investments triggered by

migrant capital contributed to the structural shifts of labor out of agriculture and towards

services. This is in line with other micro-economic evidence that suggests that people with

more schooling are more likely to work off-farm relative to on-farm (e.g. Huffman (1980)

for the historical US, Yang (1997) for China and Fafchamps and Quisumbing (1999) for

Pakistan).

21These estimates likely underestimate the impact of total migrant capital per worker on

total educational attainment at district level, because some of the control cohorts would have

been eligible for schooling in the 1967-1973 window.
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6.3 Discussion

The three sets of results presented in this section support our accumulation hypothesis and

explain why the sectoral employment shifts take time to gain traction at the level of the

district, and why the initial impact of the remitted migrant capital is increasing over time.

First there are small direct impacts on the consumption of non-farm goods (radios, house-

hold construction). This is consistent with our claim that under non-homothetic preferences,

more income will translate into increased demand for non-food items. This increase in de-

mand may cause some of the initial shift we see in employment shares.

We claimed in Section 1 that for this shift in demand to be permanent we need workers

in the market positioned to take advantage of the demand shock through access to capital

that they either lend out or borrow to invest in their businesses. We see evidence of an

increase in physical asset ownership that may be consistent with this second channel fostering

accumulation. Twenty years after the shock, the employment share effect has grown as a

result of both the initial trigger to demand as well as any subsequent increased investment.

While these initial liquidity constraints were being resolved, workers were also investing

in the human capital of the next generation. This generation would have joined the labor

market anywhere between 10 and 25 years after the shock and contributed to the growth in

the effect sizes we see two and three decades after the shock.

We do not distinguish between the share of employment reallocating across sectors that

is caused by each channel. Rather we note that all three together provide evidence consistent

with the conceptual channels in Section 1. More importantly, all three are consistent with

the speed at which we see the employment share shifts taking place.

A final question is why we see employment shifts out of agriculture and into services that

are larger for women than men. Although our data do not have sufficient variation to always

distinguish statistically between male and female impacts, the point estimates for female

employment shares are larger than for male employment shares in almost all cases. We note

that differences between men’s and women’s work through the structural transformation of
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an economy are not well understood in African settings. This makes it difficult to know

whether we should expect larger responses to the labor migration shock from men or from

women. While women tend to be marginal or added workers in agricultural models of

household production (e.g. Schultz (2001), working less in non-farm family businesses, it

is not clear how we should expect female employment to change at a more aggregate level,

as economies grow richer. Reviewing the literature on structural transformation reveals a

significant gap in the literature on this front.

Although we have come to expect a U-shaped pattern of female labor force participation

that is seen through the structural transformation (Goldin, 1995), empirically, these pat-

terns are mainly observed in historically rich countries, in which manufacturing has been

an important sector of work through the structural transformation. As we noted in section

2, Malawi’s structural transformation resembles patterns in the rest of Africa (McMillan,

Rodrik and Verduzco-Gallo, 2014), where manufacturing has not been as important a sector

of work. If women have comparative advantage in services (e.g. Ngai and Petrongolo (2017)

and Ngai, Olivetti, and Petrongolo (2021)), and if the way that African economies develop

is to skip over manufacturing, then it does not seem unreasonable that female employment

shifts out of agriculture and into low-skilled services in response to the labor migration shock

in our Malawi setting. We leave exploration of this topic to future work.

7 Conclusion

This paper marshals historical data fromMalawi to exploit a natural experiment that shocked

access to international labor migration to demonstrate that migrant capital can contribute

to long run changes in the structure of rural labor markets. In places receiving larger inflows

of migrant capital per worker, employment shifts out of agriculture and towards the service

sector. This is particularly the case for women. Jobs in construction, retail, general services,

and transport and communications increased and employment became more diverse in those

districts that received more capital per worker after the migration shock. Even after the end
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of migration, accumulation persisted at higher rates. Districts with more migrant capital

own more physical, non-farm capital and have higher human capital over the long run.

Our work sheds light on a relatively understudied period in Malawi’s economic history

and is broadly relevant to African labor markets in the past and present. Many southern

African countries were affected by similar fluctuations in worker flows to the South African

gold mines. Structural change could also have occurred in these other countries as a result

of capital accumulated through international labor migration.

Although historical, our work is relevant for countries considering temporary or seasonal

labor migration programs. Legal, time-limited migration might present a practical way for

communities to accumulate capital in labor-rich, resource-poor countries, with important

implications for women’s work in these countries. When such migration flows are widespread,

and accompanied by large return flows of money, impacts on the local labor market can be

persistent, with positive long-term consequences for labor allocation across sectors at home.
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RESULTS APPENDIX: FIGURES AND TABLES

Figure 1: Effects of K/L Shock on District-level Population Growth and Urban-
ization

(a) Cohort-specific population density (b) Urbanization

Figures plot the coefficients from Equation (1), for equations where the outcomes are the log

of the age-specific population totals in the district (1a) or the share of the urban population

in the district (1b). Age groups are: adults (19+), youth (5 − 18) and children (under

age 5). Points shown are coefficients on the interaction of Census year dummies with the

district-level K/L shock variable. Base year is 1945. Mean value of K/L shock is 73 USD.

Full regression results are in Online Results Appendix Table A.3.
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Table 1: Correlates of District-Level K/L Shock and K/L Flows

K/L Shock K/L Total
Log Pop Density 1945 -0.816 -1.296

[0.132] [0.158]
Central Region [0/1] 0.478 0.919

[0.242] [0.226]
Southern Region [0/1] 0.299 0.340

[0.400] [0.446]
Married 1977 [0/1] -5.527 -8.838

[0.278] [0.290]
Youth Literacy Rate 1945 -9.123 -16.248

[0.236] [0.216]
Malaria area [0/1] -1.911 -3.052

[0.078] [0.110]
Estate District [0/1] -0.624 -1.080

[0.186] [0.184]
Male Share No Wage 1966 -17.978 -27.660

[0.108] [0.138]
Female Share No Wage 1966 11.293 17.712

[0.178] [0.194]
Maize Suitability -0.006 -0.017

[0.446] [0.426]
Tobacco Suitability -0.002 0.003

[0.530] [0.460]
Observations 24 24
Y Mean 0.730 1.294
R2 0.586 0.551
Joint Test 0.650 0.760

Each column shows coefficients from a regression of the migrant capital per worker outcome

on the full set of geographic and baseline district-level covariates. Randomization inference

p-values are shown in square brackets, and for the joint test. Results are district population

weighted (1977 weights). Unit of observation is the district. K/L variables are scaled by

100USD per worker.

39



Table 2: Long-run impacts of K/L shock on sectoral employment shares

Agric. Manuf. Services Ind. Index

Panel A: Share of Women in Each Industry

(K/L)Shock* Three Decades Post -.044 .0053 .049 -.0077
[0.025] [0.080] [0.013] [0.011]

(K/L)Shock* Two Decades Post -.037 .0022 .025 -.036
[0.015] [0.030] [0.013] [0.037]

(K/L)Shock* One Decade Post -.009 .0022 .0052 -.014
[0.005] [0.384] [0.004] [0.245]

N obs 96 96 96 96
Y Mean 0.878 0.019 0.076 0.796
Joint test: α1 = α2 = α3 = 0 0.104 0.332 0.104 0.162
Test of sum: α1 + α2 + α3 = 0 0.020 0.148 0.036 0.162

Panel B: Share of Men in Each Industry

(K/L)Shock* Three Decades Post .0022 .0022 .0063 .028
[0.047] [0.002] [0.003] [0.301]

(K/L)Shock* Two Decades Post -.019 .0048 .018 -.011
[0.018] [0.016] [0.002] [0.043]

(K/L)Shock* One Decade Post -.011 .0011 .0038 -.014
[0.004] [0.025] [0.001] [0.218]

N obs 96 96 96 96
Y Mean 0.728 0.087 0.152 0.577
Joint test: α1 = α2 = α3 = 0 0.054 0.758 0.136 0.044
Test of sum: α1 + α2 + α3 = 0 0.446 0.752 0.236 0.924

Panel C: Testing female vs male (r.i. p-values)
α3,F = α3,M 0.984 0.994 0.608 0.034
α2,F = α2,M 0.986 0.020 0.978 0.974
α1,F = α1,M 0.002 0.988 0.980 0.002

Randomization inference (r.i.) p-values in square brackets. K/L shock is district-level de-

ferred pay from May 1974 to Nov. 1975/N. miners returning over same time. Mean K/L

shock = 0.73, units are in 100USD. Unit of observation: district-year cell. Controls: year

and district fixed effects, interactions of linear trend with all baseline district variables in

Table 1. Ind. Index is a Herfindahl index measuring sectoral concentration of work.
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Table 3: Long-run impacts of K/L on sectoral employment shares

Agric. Manuf. Services Ind. Index

Panel A: Share of Women in Each Industry

(K/L)* Three Decades Post -.025 .0031 .028 -.0043
[0.032] [0.161] [0.033] [0.019]

(K/L)* Two Decades Post -.021 .0013 .014 -.021
[0.024] [0.036] [0.031] [0.045]

(K/L)* One Decade Post -.0053 .0014 .0028 -.0087
[0.010] [0.503] [0.016] [0.278]

N obs. 96 96 96 96
Y Mean 0.878 0.019 0.076 0.796
Joint test: α1 = α2 = α3 = 0 0.120 0.406 0.126 0.250
Test of sum: α1 + α2 + α3 = 0 0.030 0.142 0.042 0.178

Panel B: Share of Men in Each Industry

(K/L)* Three Decades Post .00073 .0016 .0033 .015
[0.052] [0.004] [0.004] [0.336]

(K/L)* Two Decades Post -.012 .0031 .011 -.008
[0.024] [0.025] [0.003] [0.042]

(K/L)* One Decade Post -.0075 .00095 .0022 -.0097
[0.007] [0.087] [0.003] [0.236]

N obs. 96 96 96 96
Y Mean 0.728 0.087 0.152 0.577
Joint test: α1 = α2 = α3 = 0 0.036 0.736 0.116 0.024
Test of sum: α1 + α2 + α3 = 0 0.374 0.702 0.250 0.904

Panel C: Testing female vs male (r.i. p-values)
α3,F = α3,M 0.984 0.994 0.554 0.040
α2,F = α2,M 0.984 0.020 0.974 0.972
α1,F = α1,M 0.000 0.994 0.976 0.000

Randomization inference (r.i.) p-values in square brackets. K/L shock is district-level de-

ferred pay from Aug. 1967 to Nov. 1975/N. miners returning over same time. Mean K/L

shock = 1.29, units are in 100USD. Unit of observation: district-year cell. Controls: year

and district fixed effects, interactions of linear trend with all baseline district variables in

Table 1. Ind. Index is a Herfindahl index measuring sectoral concentration of work.
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Table 4: Long-run impacts of K/L shock on non-farm sectors

General
Manuf. Const’n Gen. Services Retail

Trans.and
Comms

Panel A: Share of Women in Each Industry

(K/L)Shock* Three Decades Post .0031 .002 .014 .034 .00059
[0.018] [0.081] [0.029] [0.080] [0.051]

(K/L)Shock* Two Decades Post .0012 .00087 .0067 .018 .00045
[0.010] [0.029] [0.010] [0.150] [0.052]

(K/L)Shock* One Decade Post .0014 .00075 .0026 .002 .00054
[0.001] [0.061] [0.003] [0.291] [0.054]

N. obs 96 96 96 96 96
Y Mean 0.014 0.005 0.029 0.046 0.001
Joint test: α1 = α2 = α3 = 0 0.588 0.654 0.270 0.038 0.008
Test of sum: α1 + α2 + α3 = 0 0.278 0.468 0.106 0.030 0.032

Panel B: Share of Men in Each Industry

(K/L)Shock* Three Decades Post -.0039 .0073 -.0072 .018 -.0047
[0.047] [0.167] [0.008] [0.071] [0.047]

(K/L)Shock* Two Decades Post -.0077 .013 .0019 .022 -.0053
[0.031] [0.006] [0.000] [0.283] [0.025]

(K/L)Shock* One Decade Post -.0039 .0049 -.00042 .0053 -.0011
[0.005] [0.083] [0.001] [0.477] [0.027]

N. obs 96 96 96 96 96
Y Mean 0.049 0.036 0.074 0.065 0.013
Joint test: α1 = α2 = α3 = 0 0.290 0.040 0.156 0.038 0.008
Test of sum: α1 + α2 + α3 = 0 0.428 0.150 0.504 0.088 0.064

Panel C: Testing female vs male (r.i. p-values)
α3,F = α3,M 0.882 0.018 0.004 0.980 0.024
α2,F = α2,M 0.058 0.006 0.278 0.012 0.004
α1,F = α1,M 0.138 0.010 0.032 0.016 0.926

Randomization inference (r.i.) p-values in square brackets. K/L shock is district-level de-

ferred pay from May 1974 to Nov. 1975/N. miners returning over same time. Mean K/L

shock = 0.73, units are in 100USD. Unit of observation: district-year cell. Controls: year

and district fixed effects, interactions of linear trend with all baseline district variables in

Table 1. Ind. Index is a Herfindahl index measuring sectoral concentration of work.
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Table 5: Long-run impacts of K/L shocks on farm and non-farm physical capital

Farm Capital

Pangas(*) Hoes(*) Any Cattle Oxcart

Panel A: Share of households with (number of*)

(K/L)Shock* Three Decades Post -.0053
[0.056]

(K/L)Shock* Two Decades Post .024 .061 .016 -.0027
[0.220] [0.224] [0.258] [0.165]

Y-mean 0.282 1.463 0.094 0.015
Base Year 1968 1968 1968 1987
Years of Data in Sample 68, 77 68, 77 68, 77 87, 98, 08
N. obs 46 46 46 69

Joint Test: (K/L) Shock* Decade n/a n/a n/a 0.000

Non-Farm Capital

Radio
Durable
Walls

Durable
Roof

Durable Roof
and Walls

Panel B: Share of Households With:

(K/L)Shock* Three Decades Post -.00043 .024 .043 .048
[0.489] [0.285] [0.091] [0.101]

(K/L)Shock* Two Decades Post .0084
[0.193]

(K/L)Shock* One Decade Post .0081 .067 .053 .054
[0.122] [0.068] [0.018] [0.022]

(K/L)Shock*Post .0067
[0.046]

Y-mean 0.277 0.389 0.133 0.124
Base Year 1968 1968 1968 1968
Years of Data in Sample 1969-2008 69, 87, 08 69, 87, 08 69, 87, 08
N. obs 115 69 69 69

Joint Test: (K/L) Shock* Decade 0.000 0.000 0.000 0.000

Randomization inference (r.i.) p-values in square brackets. K/L shock is district-level de-

ferred pay from May 1974 to Nov. 1975/N. miners returning over same time. Mean K/L

shock = 0.73, units are in 100USD. Unit of observation: district-year cell. Controls: year

and district fixed effects, interactions of linear trend with all baseline district variables in

Table 1. Ind. Index is a Herfindahl index measuring sectoral concentration of work.
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Table 6: Impacts of K/L shock on wealth 15 years later: Evidence from Malawi’s
1992 DHS

Full Sample

N=5,323

Oldest HHs:
Head ≥ 38 y.o

N = 3,035

Youngest HHs:
Head < 38 y.o

N = 2,288
DHS Wealth Index (s.d) .12 .14 .093

[0.654] [0.667] [0.700]
Count of assets .21 .23 .17

[0.340] [0.300] [0.300]
Durable Roof .08 .082 .074

[0.246] [0.100] [0.200]
Durable Floor .061 .066 .053

[0.158] [0.067] [0.067]
Electricity .0093 .016 -.0018

[0.072] [0.067] [0.067]
Radio .0047 .015 -.0033

[0.060] [0.067] [0.033]
Car .005 .0095 .00034

[0.022] [0.033] [0.033]
Motorbike -.002 -.0019 -.0022

[0.046] [0.100] [0.033]
Bike -.051 -.048 -.05

[0.004] [0.000] [0.033]
Improved Toilet -.013 -.019 -.0055

[0.002] [0.000] [0.033]
Improved Water Source .042 .038 .042

[0.010] [0.000] [0.000]

Table shows coefficients from separate (DHS-weighted) regressions of each asset variable

on the K/L shock variable measured in units of 100USD per worker (Equation (2)). DHS

wealth index is a composite index of assets constructed using principal components analysis.

Durable roof through Improved Water Source outcomes are binary. Randomization inference

p-values are in square brackets. All regressions control for region fixed effects and baseline

district-level variables: total number of migrants 1967-1977, population density in 1945, lit-

eracy rates, an indicator for estates in the district, a malaria risk indicator, the share of men

and women married in 1977 and the share of men and women working for no cash wage in

1966.
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Table 7: Long-Run Impacts of K/L Shock on Investment in Human Capital of
the Next Generation, by Gender

Yrs of Completed Education Any Primary Schooling

Females Males Females Males
(K/L) Shock * .23 .13 .019 .0022
Shock Cohorts, γ1 [0.064] [0.418] [0.182] [0.932]

(K/L) Shock * .21 .068 .017 -.0047
Post-Shock Cohorts, γ2 [0.000] [0.658] [0.002] [0.852]

N. obs 240 240 240 240
Y mean 1.881 3.231 0.347 0.474
Joint test: 0.046 0.596 0.044 0.686

Testing female vs male (r.i. p-values)

γ1,F = γ1,M 0.000 0.000
γ2,F = γ2,M 0.000 0.000

The table presents coefficients from estimating Equation (3) in the text. Randomization in-

ference p-values for each coefficient are presented in square brackets and all joint tests use

r.i. p-values. K/L shock is deferred pay returning to each district between May 1974 and

November 1975 divided by the number of miners returning in those years. Mean K/L shock

= 0.73, units are 100USD per miner. Outcomes are constructed from Census 1977 and

1998. Unit of observation is the district-gender-cohort cell. Shock cohorts are age-eligible

for primary school during 1974-1977. Post-shock cohorts are age-eligible for primary school

1977-1980. All regressions contain district fixed effects and cohort dummies. Other controls

include a trend term interacted with baseline district variables: adult literacy in 1945, pop-

ulation density in 1945, and region dummies. Regressions are unweighted.
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