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that aggregate economic activity was severely diminished and that
unemployment was substantial and prolonged during several downturns.
The alternative interpretation is that antebellum fluctuations were more
apparent than real; nominal wages, not labor quantities, did most of the
adjusting. We analyze data on real wages for laborers, artisans, and clerks
across four regions (Northeast, North Central, South Atlantic, and South
Central) during 1821 to 1856. Various time-series econometric methods
reveal that shocks to real wages persisted even five years after an
innovation, but that their impact eventually vanished. The persistence of
shocks was less for agricultural labor than for other occupations, less for
growing regions than for more mature ones, less for unskilled than for
skilled labor, and probably less before 1860 than after. Although nominal
wages and prices never strayed far from each other over the long run, the
persistence of shocks was considerable during the 1821 to 1856 period.
We, therefore, find evidence to support the first view of the antebellum
economy, although the degree of unemployment in cities and industrial
towns remains unknown.
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1.0 Economic Development, Nominal Wage Flexibility, and Antebellum Labor Markets

America experienced several expansions and contractions in economic activity between
its founding and the Civil War. The Embargo of 1807 abruptly ended the export boom of
the Napoleonic Wars, a recession followed the War of 1812, there was a panic in 1819, and
a crisis in 1825. An expansion in the late 1820s and early 1830s gave way to several
downturns; rapid recovery succeeded the first, a minor one in 1837, but the second, in 1839,
was more prolonged. Minor contractions in the late 1840s and early 1850s were followed
by another downturn in 1857. Associated with most of these expansions and contractions,
especially the so-called Panics of 1837 and 1857, were sharp changes in the price level.
While the existence of these fluctuations in economic activity is not in doubt, their severity
has been questioned.

There are two opposing views of the antebellum economy. One is that the period was
marked by at least one severe depression, from 1839 to 1843, and other lesser recessions.
Aggregate economic activity, according to this view, was severely diminished during the
downturns, and unemployment was both substantial and prolonged in cities and industrial
towns. The other interpretation is that antebellum fluctuations were more apparent than
real; more often only prices, not quantities, changed. Furthermore, whatever unemployment
may have been created did not endure for long; the unemployed, particulafly laborers,
teamsters, and other unskilled workers, migrated to the countryside anﬁ returned to industry
when conditions turned more favorable.

According to the proponents of the first view, antebellum price changes are evidence
of serious and sustained economic hardship.! Price fluctuations could have influenced real
magnitudes if the antebellum wage lag were long. Real wages would then have decreased
during periods of inflation, such as the mid-1830s, thereby sparking strikes and union
activity. And real wages would have increased during periods of deflation, such as the early

1840s. Thus deflationary periods would have led to or been associated with unemployment.




Labor market adjustment would have occurred largely through changes in employment, a
real variable, rather than wages, a nominal variable.

Newspaper and other narrative accounts attest to considerable unemployment in cities
following the Embargo of 1807, the Panic of 1837, and especially during the deflation of
the early 1840s, and have led one historian to state that "More than half of New York’s
craft workers reportedly lost their jobs in the immediate wake of the panic" of 1837.
Many have claimed that artisans, in particular, were thrown out of employment during the
well-known economic crises of 1837, 1839, and 1857, and that unemployment in general was
high throughout the 1839 to 1842 period and during 1854 and 1855. But if deflation
fostered unemployment, inflation must have caused strikes and other union activity, as many
have documented for the mid-1830s and, to a lesser extent, in the 1850s.> The end result
-- inconstancy of work and volatility in real wages -- were, according to many labor
histories, the common ground around which working-class life, culture, and politics were
shaped, and a dominant element in the emergence of working-class consciousness.*

But according to a revisionist view, even the most severe antebellum price fluctuations
had little impact on aggregate economic activity and employment. Antebellum labor
n;arkets were flexible, and nominal wage changes swiftly followed those in price. "The
parallel between the 1840’s and the 1930's,” according to Peter Temin, "thus extends only
to the monetary aspects of the economy . . . There were many failures in the 1840, and
many parts of the economy suffered severe dislocations . . . Farmers, textile workers, and
others found their-money wages reduced. They were not unemployed, however, and their
real incomes may not have fallen."

The resolution of the two opposing views of the antebellum economy might be found
in direct evidence on unemployment and real output during periods of rapid price change.
But there are no annual unemployment series for the period, and annual real GNP for the

nineteenth century are not constructed to isolate shocks to small sectors, such as industry



and commerce.

We therefore evaluate the two views using an indirect method that measures the
persistence of shocks to real wages. A distinguishing characteristic of real wages during the
antebellum period is their high variability in growth around a generally upward trend. If
nominal wages adjusted rapidly to prices, the short-run effects of this variability would
have been negligible, thereby supporting the revisionist view. Even if adjustment were not
rapid, much of the variability could ultimately have been transitory. The long-run impact
of the antebellum business cycle on employment and incomes could then be quite small.
But if shocks to real wages were persistent, both short and long-run impacts of the
antebellum cycle could have been large.

We measure persistence by the degree to which the time-series properties of real
wages deviate in both the short and long run from those of a process following a
deterministic trend with a white-noise error. Long-run persistence is indicated by the
presence of a "unit root” in real wages, which means that any change today will affect the
real wage into the distant future. We test for a unit root using classical statistical
procedures and measure its importance using a non-parametric method.

Our results indicate that persistence of shocks was less for agricultural labor than for
other occupations, less for growing regions than for more mature ones, less for unskilled
than for skilled labor, and probably less before 1860 than after. Although nominal wages
and prices never étrayed far from each other over the long run, the persistence of shocks
was considerable during the 1821 to 1856 period. We find that shocks to real wages
persisted even five years after an innovation, but that the impact eventually vanished. In
other words, the random-walk component of real wages was small. Persistence was
considerably less in the growing Midwest regions than in the more stable Northeast and
South Atlantic. And shocks to real wages were more persistent for clerks than for laborers

and artisans, and least persistent for agricultural laborers in the Northeast. Although our



study concerns the antebellum period, we report provisional evidence that shocks to real
wages were more persistent from 1870 to 1908 than during 1821 to 1856, and post-World

War II evidence suggests the random-walk component of real wages is substantial.

2. Antebellum Wages and Prices
Surprisingly little is known of the behavior of wages during the antebellum period.

Standard nineteenth-century sources, like the Weeks and Aldrich reports, concentrate

almost entirely on the Northeast, and even then the evidence is spotty.5 Other sources,
such as account books, firm records, and census manuscripts, provide valuable additional
information on antebellum wages, but are limited to particular locations, occupations, or
time periods.” We use a new source, the payroll records of civilian employees of the
United States Army, which contain wages for various occupations and all parts of the
country.® We assume here that the wage rates apply to the private sector and that the
federal government paid workers the "going wage rate.” The assumption is based on the
fact that other wages series, derived from a variety of sources, track our series for t.he
periods and regions of overlap.’

Previous work with the sample yielded annual dollar estimates and indices of nominal
daily wages for artisans (blacksmiths, carpenters, machinists, masons, and painters), and
laborers (common laborers and teamsters) from 1820 to 1856, for four census regions
(Northeast, Midwest, South Atlantic, and South Central).' The annual wage indices are
reproduced in Figures 1 and 2 (see also Appendix A, Tables 4 and 5).!! We have, in
addition, constructed a new series -- regional indices of nominal wages for clerks. This
wage series is, we believe, the first for a white-collar occupation in the antebellum period.

Because the series for clerks is new to this paper, Table 1 gives the distribution of
clerk wage rates by decade and fort location. Approximately two-thirds of the wage

observations are from forts in the Midwest, and the South, and locations in the West North



Central and West South Central states are also over-represented relative to their
population. The total number of observations of clerk wages (6,673) exceeds 20 percent
of the entire sample (32,709). Clerks were hired to maintain the forts’ books, and to help
qua}termasters with purchasing and other commercial matters. They were, in effect,
business managers, and thus the large number of clerks relative to other occupations should
not be surprising. The vast majority of clerks were hired annually; many were employed
at particular forts for lengthy periods of time, unlike artisans or common laborers who were
often hired on a daily or monthly basis.

The construction of the indices of clerk wages follows the procedure used for the
laborers and artisans. Hedonic regressions are estimated, for which the dependent variable
is the log of the nominal monthly wage rate. The independent variables are dummy
variables for the location of the fort (for example, St. Louis), characteristics of the worker
associated with especially high or low wages (for example, chief clerk, apprentice clerk),
whether the worker was paid daily, the number of army rations, the season of the year, and
the time period, (single years or groups of years, for example 1844 to 1846).12 Separate
regressions were estimated for each census region.'?

The coefficients of the time-period dummies are used to estimate annual indices of
monthly wage rates. Because the dependent variable is measured in logs, the coefficients
give the percentage difference in wages, controlling for ofher factors, relative to the base
year, which is 1856. Let 8; be the coefficient of the time dummy in the jth year (for
example, 1844) for the ith census region (for example, the Northeast). Then the nominal
wage index, Iji, is

i = exp (By) - 1)

Antebellum price data, comparable in geographic scope to the wage data, are available

for only certain commodities and only at the wholesale level. Retail price data, as well as

data for various goods and services such as housing, are not presently available. We rely



here on the extensive series of monthly wholesale prices collected by Arthur Cole and his
associates.!?

The advantage of the Cole data is that price information is available for cities located
in each of the census regions.’* In using these data to construct regional price indices we
chose commodities widely consumed by working-class households or proxies for finished
goods: foods (for example, butter, pork), fuels (for example, coal), and clothing (proxied
by wholesale prices of cotton sheeting and leather). We constructed annual commodity-
specific price indices, with 1856 as the base year (that is, 1856 = 100 for each commodity
index). The commodity-specific indices were then weighted into overall regional indices.$

The limitations of the price indices are many. Fluctuations in retail prices need not
follow those in wholesale prices, although the fact that the series are annual, rather than
monthly, should enhance the correspondence. The commodities included cover a large
fraction of household expenditures, but one principal commodity -- housing -- cannot be
included.}” The indices presume that rural price changes were <losely correlated with price
changes in the urban areas represented in the Cole data. Although the assumption is
reasonable for the Northeast, its validity cannot be assessed for the other regions.!?

The price indices are presented in Figure 1a (also Figure 3a), for the Northeast and
the Midwest regions and Figure 2a (also Figure 4a), for the South Atlantic and South
Central regions. The actual data series are in Appendix A, Table 6. Price series in all four
regions have similar features, although that for the Midwest differs during the pre-1840
period. The Midwest was a rapidly growing region from 1820 to 1840 and was eventually
integrated around mid-century into the national market for goods and factors.!?

All four price series have numerous oscillations around a generally declining trend.
There are two large deviations, one considerably larger than the other. The first is the
well-known inflation of the post-1834 period, with the subsequent collapse during 1837, and

the rapid deflation from 1839 to 1842. Prices rose between 25 and 45 percentage points,



depending on the region, during the 1834 to 1836/37 period and then plummeted by well
over 40 percentage points during the deflation. Prices began a secular upward movement
after 1842, with a spike in 1847 followed by a substantial decline and then continued
increase. Except in the Midwest, where prices rose 19 percent from the 1820s to the 1850s,
the long-term trend in prices was basically flat or slightly downward.

The nominal wage indices for the three occupational groups -- laborers (including
teamsters), artisans, and clerks -- are shown in the remaining panels of Figure 1 for the
Midwest and Northeast regions, and in Figure 2 for the South Atlantic and South Central
regions. The series for laborers and artisans have been examined in detail elsewhere, and
we summarize that discussion here.”®

In the Northeast and Midwest laborer (nominal) wages were level to around 1835,
they spike, first up and then down, just after 1835, and then display an upward movement
to 1856. In contrast, laborer wages in the South Atlantic first decline, then spike up and
down in the 1830s, and end with a decade of virtual stability. Those of the South Central
region have upward and downward movement throughout, with no apparent tendency to
mimic the price data.

The artisan wage series appears distinct from that for laborers in most of the regions.
In the Midwest, for which the artisan and laborer series seem most similar, there are two
spikes in the 1830s, with secular growth before and after. But in the Northeast, while the
general trend is similar to that for laborers, the large changes in the 1830s are absent.
Oscillations in the South Central data are more numerous than in the laborer data,
although the largest is during the period of greatest price fluctuation. The South Atlantic
artisan data display no apparent relationship to the laborer data nor to the price series.

Indices of clerk wéges are shown in Figure 1d, for the Midwest and Northeast, and
in Figure 2d, for the South Atlantic and South Central regions (see also Appendix Table

5). In the Northeast and Midwest, clerk wages grew more or less continuously during- the



entire period, with no obvious relationship to the price series. In the two southern regions,
however, wages increase and then decrease during the 1830s. But the two southern series
deviate before the 1830s; South Central wages rise while those of the South Atlantic fall.

In general, nominal wages of clerks increase more rapidly in the 1840s than wages of
artisans or laborers. As a result, the average annual growth rate of clerk wages (1820 to
1856) exceeds that for other occupations, and differences are especially large in the South.
Previous work with the wage sample for artisans and laborers found no evidence of a
"surge” in skill differentials -- the ratio of skilled to unskilled wages -- after 1820, as
others have claimed.?! That conclusion, however, must now be modified, because it appears
that the wages of clerks, who were highly skilled, did grow more rapidly than wages of
skilled or unskilled labor during the late antebellum period.?

Indices of real wages, based on the nominal wage and price indices, are presented in
Figures 3 and 4 (also Appendix A, Tables 7 to 9). Real wages grew most among clerks,
and they grew more rapidly in the North than the South. Real wages grew less in the
newly-settled Midwest than in the established Northeast, but the opposite holds when
comparing the South Central and South Atlantic states. In every region real wages grew
slowly during the 1830s, increased rapidly in the 1840s, and then decreased in the 1850s.

Real wages of artisans increased by 8 percent from the 1820s to the 1830s in the
Northeast, compared with only 3 percent in the Midwest. Real wages continued to rise
more rapidly in the Northeast than in the Midwest in the 1840s, before falling in both
regions in the 1850s. Over the entire period, real wages of artisans rose at an average
annual rate of 0.8 percent per year in the Northeast but at only 0.2 percent per year in
the Midwest. Among common laborers and teamsters, real wage growth was similarly slow
during the 1830s, but in both regions real wages rose rapidly in the 1840s before falling
somewhat in the 1850s. Across the entire 35-year period, however, real wages of unskilled

labor in the North grew more rapidly than did the real wages of artisans.?



Real wages of artisans in the South Atlantic region increased in the late 1820s but
fell sharply in the late 18365, so that on average real wages were no higher in the 1830s
than in the 1820s. As in the two northern regions, real wages rose in the 1840s before
falling in the 1850s. Real wages of artisans in the South Central states did not increase
on average from the 1820s to the 1830s, but they rose in the 1840s before falling in the
1850s. Overall, real wages grew more rapidly in the South Central states than the South
Atlantic states, opposite to the pattern in the northern regions. Real wages of common
laborers and teamsters in the South Atlantic states fell 14 percent from the 1820s to the
1830s, rose sharply in the 1840s, before falling 18 percent in the 1850s from the 1840s
average. In the South Central states, real wages of unskilled labor grew by 2 percent from
the 1820s to the 1830s, rose by 33 percent in the 1840s, before falling slightly in the 1850s.
Over the entire period, real wages of unskilled labor rose at 1.0 percent per year in the
South Central states, but the growth rate was negative (-0.08 percent per year) in the South
Atlantic states.

The real wages of clerks in the Northeast and South Central states were higher in the
1830s than in the 1820s, but the opposite was true in the Midwest and South Atlantic
regions. But in every region the real wages of clerks increased markedly in the 1840s,
before falling again in the 1850s. On average, clerks experienced the greatest real wage
growth among the three occupational groups during the entire 35-year period.

One feature of the six real-wage graphs in Figures 3 and 4 is the marked fluctuation
in real wages, particularly during the 1840s. Such fluctuations could arise if nominal wages
were relatively stable or responded with a lag while prices varied greatly. The question to
which we now turn is how rigid ‘nominal wages were across the four regions and among the
three occupations. We approach this through an analysis of the persistence of shocks to

real wages.



3. The Persistence of Shocks to Real Wages: An Econometric Analysis

The ideal method of distinguishing between the two views of the antebellum business
cycle -- examining the time-series properties of unemployment or real output -- is not
available to us, because of data limitations for the nineteenth century. As an alternative
procedure we examine the persistence of shocks to real wages, using the real wage series
just discussed.

Studies such as ours typically begin with an assumption that the time path of real
wages is determined by a combination of real and nominal forces. The long-run, or
"equilibrium” wage is determined by real forces -- the supply and demand for labor given
the price level. In the short run, however, the real wage can deviate from its long-run
value, depending on the behavior of nominal wages and prices. When nominal wages are
slow to adjust to changes in prices, a rise in the price level causes real wages to fall below
their equilibrium level, and the opposite occurs for a fall in the price level. The shock to
real wages caused by the change in prices can persist, possibly for several periods. Provided
long-run neutrality holds, however, economic forces are set in motion to return the real
wage to its equilibrium path.

We make use of two time-series techniques to examine the persistence of shocks to
the real wage -- parametric tests for a unit root and a related non-parametric technique.

A time series X, is termed I(1), or integrated of order 1 (has a unit root), if it can be

written in the form

B(L)(1 - Lx = p» + A(D)e, @
where L is the lag operator; B(L) and A(L) are polynomials in the lag operator; 4 is a
constant, possibly zero ("drift"); and ¢, is a "white-noise” process (a mean zero, finite
variance, serially uncorrelated error).?* A random walk, x, = X.; + €, is the simplest
example of an I(1) series. Shocks to an I(1) do not evaporate, but rather influence all

future values; in the case of the random walk, note that X, = ¢, + €.y + ... + €.
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Suppose, instead, that the series X, were stationary or integrated of order 0, I(0).
Then representation (2) would exist without the (1 - L) term on the left-hand side -- that
is, without first differencing. An example is a series with a constant mean. Alternatively,
x, could be trend-stationary, that is, have a mean which follows a deterministic time trend,
as in

x =8+ ut+ Al)e, . 3)
In the case of (3), shocks eventually die out, and the series returns to its long-run growth
path given by the deterministic trend, E(x49 = £ + p(t+k).

The antebellum trend in real wages was generally upward, as inspection of Figure 3
reveals, although there were often large fluctuations around trend. Testing representation
(2) against (3) is a first step in determining whether annual fluctuations in antebellum real
wages had permanent or merely transitory effects. Toward this end, we estimate regressions
of the form

(1 -L)YWw/p) = a + Bt + §(W/phy 4)
where (w/p) is the log of the real wage. The null hypothesis is that (w/p) follows a random
walk with drift, that is, it is I(1) as in x, = %, + a + ¢, We can reject the null (and
accept the hypothesis of trend-stationarity) if the F-statistic for the joint hypothesis 8 =
§ = 0 is sufficiently large. This procedure is known as the Dickey-Fuller test after its
originators.?®

We estimate equation (4) for three occupations in four regions -- 12 regressions in
all. In every case we are unable to reject the null hypothesis that real wages possess a
unit root.?® The existence of a unit root indicates that shocks to antebellum real wages
were, to some extent, permanent. But the test does not reveal the fraction of the variability
in real wages that can be attributed to the permanent or "random walk" component.?” If
the random walk component were small, shocks to real wages would still be primarily

transitory in the long run. Further, the test reveals nothing about the short-run dynamics -
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of wages and prices.

To investigate both issues we make use of a non-parametric persistence estimator
suggested by John Cochrane and given by

o} = (UK) x Var{(wip), - (Wp)u} X [TAT - k + 1)] . ©)

The statistic o%, is (1/k) times the variance of the kth difference of real wages, adjusted for
sample size (T = number of observations). Then ¢, is the variance of the first difference
of real wages. If real wages were a pure random walk, possibly with drift, the variance
ratio (0% /o) would equal one for all values of k. If real wages were the sum of a
stationary series and a random walk, the variance ratio would approach a constant for large
k. The closer the constant is to zero, the smaller is the random walk component of real
wages. As a short-run benchmark, we compare the actual variance ratios with the
hypothetical ratio that would arise if real wages followed a deterministic trend plus a white
noise process.?® The greater the deviation between the actual and the hypothetical ratio
for small values of k, the greater is the short-run persistence of shocks to real wages.

The results of the Cochrane test, as we will term it, for the 1821 to 1856 period are
graphed in Figure 5. Each panel is for one of the four regions, and in each there are four
lines. Three of the lines are for the three occupational groups. The fourth is the
hypothetical ratio, and shows how the variance ratio changes with k, the number of years
in the lag had there been a deterministic trend plus a white noise process.?®

The Cochrane tests reveal that the random walk component (when k = 10 to 15
years) for all 3 occupations among the 4 regions was small.®® But shocks to real wages
persisted for many years. Even after 5 years, the variance ratio is only just below 1 -- the
value for the case of a pure random walk -- in all but the Midwest region. After 15 years
the ratio is highest for clerks and generally lowest for laborers in all four regions.

We conclude, then, on the basis of the Cochrane tests that the wage lag before the

Civil War was long. Although shocks to real wages were mostly transitory in the long run
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(the random walk component was small), they were quite persistent in short run. The
Cochrane test also suggests the adjustment process was rapid in the Midwest for both
laborers and artisans, was extremely protracted in the South Atlantic region, and was
slowest for clerks everywhere.

Further evidence on the persistence of shocks can be found in the left-hand portion
of Figure 6, which analyzes real wages of agricultural workers in the Northeast, 1821-1855,
using data collected by Winifred Rothenberg.®® We have deflated Rothenberg’s nominal
wage series by our Northeast price index and by Rothenberg’s agricultural price index.”?
Shocks to agricultural real wages appear to have been much less persistent than any of the
series in Figure 5. Also in Figure 6, in the right-hand portion, are Cochrane tests on
wages for cotton-mill operatives from Robert Layer’s study, which we have deflated by our
Northeast price index. Nominal wages for cotton-mill operatives were virtually flat over
the period, and, not surprisingly, real wages demonstrate extreme persistence of shocks.

We have also estimated persistence measures for industrial workers in the late
nineteenth century, during 1870 to 1908 and the subperiod 1870 to 1897, but we emphasize
the provisional nature of these results.® We find that real wage data for the late
nineteenth century demonstrate extreme persistence. The period from 1870 to 1897 was
one of secular deflation with one price spike during 1880 to 1885 and several smaller ones.
Deflation, it appears, became a fact of economic life, and individuals adjusted their
expectations accordingly. But gold discoveries in 1898 led to rapid price increases, and
expectations were evidently slow to adjust. Thus the persistence of shocks to real wages
during 1870 to 1897 appears much like that during the antebellum period. But the data
including the post-1897 era distinctly do not. Shocks are as persistent as in a random walk
process for the first five years. Recent work using post-World War II data indicates that
the persistence displayed by the 1870 to 1908 real wage series is characteristic of much of

the twentieth cemury.“ Thus, in comparison with the later data, the antebellum series
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demonstrate considerably less persistence, and nominal wages appear more flexible in
response to shocks.

Even though the random walk component of antebellum real wages was small, it may
have been the outcome of either persistent nominal or persistent real shocks.®® If long-
run neutrality held, the random walk component could only be the product of real shocks.3®
Previous studies of long-run neutrality using late-nineteenth and early-twentieth century data
provide mixed results. Although DeCanio and Mokyr found no evidence against long-run
neutrality for the 1861 to 1900 period, Sachs has, in his regressions for the 1897 to 1929
period.”’

We investigate long-run neutrality by examining the cointegration properties of wages,
prices, and real GNP per capita.®® Speaking loosely, a collection of time-series is
cointegrated if the series are each integrated and the series cannot drift arbitrarily apart
from another in the long run. The first condition, that concerning integration, holds if a
linear combination of the series is stationary, even though the individual series are not.*
The first step is to estimate a "cointegrating™ regression

Wy = ag + a1py + opgnp, + py (6)
for which all (lower-case) variables are in logs. The GNP variable is a combination of
Robert Gallman’s and Thomas Senior Berry’s data for real gross national product in year
t converted into a per capita series. The Gallman-Berry index, as our spliced series will
be called, is assumed to capture "real” factors determining the long-run equilibrium growth
path of real wages.*® The "cointegrating vector” (1 - a; - a,) gives the long-run coefficients
of the stationary linear combination.*!

Separate regressions are estimated for each of the three occupations in the four
regions, using the annual series reported in Appendix A. Two test statistics are calculated
from the estimated regression residuals: the cointegrating regression Durbin-Watson test

statistic (CRDW) and the augmented Dickey-Fuller test statistic (ADF). The test for
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cointegration is, in effect, a test whether the regression residuals are stationary.*? As in the
Dickey-Fuller test described earlier, the null hypothesis is that the three series are not
cointegrated. The test results appear in Table 2. All of the CRDW statistics reject the
null (accept cointegration) at the 5 percent level. The ADF statistics, thought to be more
powerful against the null, are somewhat less conclusive, but still broadly support
cointegration of wages, prices, and real per capita output.

The finding of cointegration is remarkable in light of the fact, noted earlier, that the
Gallman-Berry index was not designed to accurately capture annual variability. Interpreted
literally, cointegration means that wages, prices, and per capita real output "moved together”
in the long run. But the price coefficients in the cointegrating regressions (a; in Table 2)
are substantially less than 1 and those for clerks are negative in two cases, results that are
inconsistent with long run neutrality (a; = 1). The price coefficients, however, are not
robust to the estimating procedure. An equation regressing prices on wages, rather than
the reverse, produces implied price coefficients that vary substantially and have ranges that
include one.* Because the R¥s for the cointegrating regressions are low, the a’s cannot
be estimated with precision. We conclude that, while there is no evidence against long-
run neutrality, there can be no definitive inference about the sources (nominal as opposed

to real) of the random walk component of real wages.

4. Implications for Antebellum Labor Markets

Our various findings, by region and occupation, reveal much about the functioning of
antebellum labor markets and the effects of economic development. To reiterate, our main
finding is that although shocks to real wages across all regions and (nonagricultural)
occupations had little long-run persistence, there was a substantial short-run impact.
Agricultural wages, however, display considerably less persistence. At the two extremes, the

Midwest and the South Atlantic were the most anomalous of the regions; the Midwest
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having the least persistent, and the South Atlantic having the most persistent, shocks to
real wages. Agricultural workers and clerks (also cotton-mill operatives) were at the two
extremes of the occupations.

Why did shocks to real wages persist in the short run? Price fluctuations in the
antebellum period were generally monetary in origin. The United States was on a
bimetallic standard, but had no central bank to sterilize specie nor one to act as a "lender
of the last resort” in times of banking crisis. Changes in specie, in the British discount
rate, and in the cotton market led to sharp changes in the price level and often to banking
panics.*

The precise mechanism underlying our results and causing monetary forces to have
real effects may be related to Robert Lucas’s "signal processing" theory.** A decrease in
the money supply, for instance, is noticed by producers as a decrease in the price for their
goods. But producers do not know whether the price change is general or relative, and
they will attribute some of the change to each cause. Because they perceive that at least
part of the decrease is specific to their industry or firm, they will decrease employment,
investment, and other real variables by some amount. They perceive that they cannot lower
nominal wages by the full amount, because, if part of the change is relative, the decrease
in wages would lead to an exodus of labor. Because all producers lay off some workers,
a downturn ensues, and nominal wages eventually do fall. The absence of information, thus
the noisiness of the signal, causes a purely monetary phenomenon to have real effects.

Rather than attributing the relationship between the monetary and real phenomena
simply to nominal wage rigidity, Lucas’s "signal processing" theory is an equilibrium theory
of adjustment in the face of imperfect information. Because the theory is more believable
when information is limited, it seems particularly relevant to the nineteenth century when
the public was less knowledgeable about the course of general economic variables.

Information may also have been more confined and local in stable (Northeast) rather than
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growing (Midwest) regions, and in areas producing heterogeneous goods, such as cities,
rather than those producing similar goods, such as agricultural districts. Thus the
differences across region, occupations, and time period seem consistent with the theory.
The less persistent shocks in the Midwest, especially among the unskilled, is also consistent
with the view that a larger agricultural sector contributed to more flexible labor markets
for free workers. The more persistent shocks in the Old South, however, appear to
contradict claims that slavery enhanced the spatial efficiency of free labor markets, thereby
inhibiting industrial develo‘pmem in the region.*®

There is, however, a competing explanation for the behavior of midwestern wages.
Land sales in the Midwest (and South Central regions) skyrocketed during the price
inflation of the 1830s. In both regions land sales at the peak of the land boom, in 1836,
were eight times their 1830 level.’” The land boom, according to some, developed because
land prices were fixed in nominal terms while output prices, especially cotton, were rapidly
rising. Land, therefore, became an exceptional bargain.** Fluctuations in land sales appear
strikingly similar to thosé of prices, although land sales are considerably more extreme.
The demand for labor, particularly common laborers and teamsters, may have increased with
the land boom and may have produced the flexibility of nominal wages in the Midwest.
The relationship between prices and nominal wages, therefore, may have been intermediated
by a third factor, that of land. This explanation is appealing, but is not entirely consistent
with the evidence. Real wages did not always increase during the land boom period;
further, nominal wages in the South Central region, which also experienced a spectacular
land boom, do not yield the same results.

We turn now to the implications of our findings for the functioning of labor markets.
Most laborers in the antebellum period were paid by the day or the month, and did not,
it seems, have the explicit or implicit guarantees workers have today. Rigid nominal wages

in the face of declining prices might then imply high levels of unemployment. If workers
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were relatively immobile, unemployment could have meant prolonged absence of work and
wages. Given the "signal processing” model just sketched, price decreases, even if triggered
by purely monetary phenomena, could have produced unemployment, economic depression,
and, paradoxically, rising real wages for those who remained employed. Real wages did, in
fact, rise during most episodes characterized by labor historians and others as ones of major
unemployment, for example, 1839-42 and 1854-55.4

There is some evidence that workers laid off during periods of economic decline
migrated to agricultural areas and later returned to their original employment when
conditions improved.*® Thus unemployment in the industrial sector may have been less
severe than various historical accounts suggest. But migration from urban and industrial
areas could have exacerbated the adjustment by preventing firms from observing the signal
of general unemployment.

Price inflation, by similar reasoning, produced decreased real earnings and an
increased demand for labor. Historically; labor unrest and strikes in the Northeast are
easily linked to these episodes; important strikes occurred in virtually all the inflationary
periods, for example, 1824-25, 1835-36, 1844-45, and 1853-54. According to the standard
count of strikes between 1833 and 1837, when the price level rose sharply, the vast majority
involved skilled workers in the Northeast; very few took place among the unskilled or in
other regions.’! Although striking for higher wages was not "the journeyman'’s sole or even
major concern,” there is no question that labor agitation was "clearly linked to the

inflationary spiral."*

Although persistence of shocks was somewhat diminished for
northeast artisans, compared with those in other regions, collective action did not greatly
reduce it.

The persistence of shocks to clerk wages is consistent with their relatively high degree

of skill and the nature of white-collar work during the period. Employed as they often

were for long periods of time at the same firm, through periods of both inflation and
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deflation, there was little need for white-collar workers to resort to strikes and union
activity to gain higher pay.

Economic historians have long debated whether the existence of a wage lag helped
financed the Union war effort during the Civil War.®® An econometric studyi\by Joel Mokyr
and Stephen DeCanio, using methods different from ours, concluded that a wage lag did
exist during the Civil War, but Mokyr and DeCanic did not consider whether the lag was
peculiar to the war period.® Our results suggest that the wage lag may have been a
pervasive feature of American labor markets long before the Civil War and that it increased

over time.

5. Summary

This paper has presented an econometric analysis of the persistence of shocks to real
wages before the Civil War. The results suggest that the labor history and revisionist
descriptions of antebellum labor markets each have merit. Labor markets throughout the
country and regardless of skill level worked well enough so that, in the long run, changes
in the price level were fully reflected in nominal wages, controlling for real factors. In the
short run, however, shocks to real wages displayed extreme persistence. Real wages
generally fell during periods of inflation and rose during periods of deflation. Antebellum
deflations went hand in hand with recession or depression, and almost all involved episodes
of reduced employment in industry and urban areas. Only fully-employed workers,
therefore, benefited from real wage growth during deflations. Others, it seems, were either
out of work or migrated to agriculture. The emphasis labor historians have given to the
wage lag in explaining labor strife, and in accounting for the importance of inconstant
employment in working class culture and politics, seems deserved. But the flexibility of the
antebellum labor force and the role of the agricultural hinterland in shielding labor from

unemployment requires further investigation.
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Table 1
Distribution of Sample of Clerk Wage Rates
by Decade and Fort Location

Number Percent
of Total
Northeast
1821-30 399 16.7
1831-40 596 24.9
1841-50 1,022 42.7
1851-56 376 15.7
Southern New England 265 11.1
Northern New England 68 2.8
New York City 462 19.3
Upstate New York 133 5.6
Philadelphia 871 36.4
Carlisle, PA 111 4.6
Washington, DC 222 9.3
Baltimore 261 10.9
Total 2,393 359
Midwest
1821-30 378 20.0
1831-40 758 40.1
1841-50 486 25.7
1851-56 267 14.1
Ohio, Western Pennsylvania 344 18.2
Illinois, Indiana 153 8.1
Michigan, Iowa, Wisconsin 357 189
Minnesota 99 5.2
Kansas 296 15.7
Missouri 967 51.2
Total 1,889 283
South Atlantic
1821-30 198 18.2
1831-40 534 49.0
1841-50 245 22.5
1851-56 112 10.3
Virginia 261 24.0
South Carolina 279 25.6
Georgia 258 23.7
Florida 291 26.7
Total 1,089 163
South Central
1821-30 167 12.8
1831-40 470 36.1
1841-50 376 28.9
1851-56 289 22.2
Kentucky, Tennessee 62 4.8
Mississippi 14 1.1

Arkansas 317 24:3



Baton Rouge, LA 155 11.9

New Orleans, LA 754 57.9
Total 1,302 19.5
Aggregated Total 6,673

Notes: The unit of observation is a person-month. Percentages may not add to 100 due
to rounding.

Source: Margo-Villaflor sample of "Reports and Articles Hired,” National Archives, Record
Group 92.



Table 2
Price Coefficients and Cointegration Tests
of Wages, Prices, and Real Per Capita GNP, 1821-1856

Northeast Midwest South South
Atlantic Central
Laborers
a, 0.118 0373 0.248 0.157
CRDW 0.922° 1.635° 0.824° 0.900"
DF -3.105"° -4.769" -2.295 -3.125™
ADF -3.422° -2.613 -2.882" 2,957
R? 0.495 0.483 0.156 0.216
Artisans
@, 0.288 0.507 0.178 0.240
CRDW 1.102° 0.940" 0.849° 0.907"
DF -3.250° -3.388° 3.391° -3.405"
ADF -2.400 -2.904"° 3.320° -4.314°
R? 0.508 0.443 0.265 0.171
Clerks
a, -0.291 -0.066 0.232 0.003
CRDW 1.100° 0.981° 0.458° 0.619°
DF -3.503° -3.451° -2.179 -2.458
ADF -3.162° -3.057" -2.616 -2.440
R? 0.679 0.703 0.221 0.478
Notes:

@, is the coefficient on the log of prices from the cointegrating regression,
LaW, =q,+ ;- €nP, + a;- €n GNP, + 4, .
CRDW is the Durbin-Watson statistic from the above cointegrating regression.
DF is the t-statistic on § from the Dickey-Fuller regression,
Q-Lp=-6p,+c¢€.
ADF is the t-statistic on § from augmented Dickey-Fuller regression,
Q-Lyp=-6p,;+¢1-Ly, + €.
The R¥s are those from the cointegrating regression. Critical values for CRDW, DF, and
ADF statistics are from S. G. Hall, "An Application of the Granger and Engle Two-Step
Estimation Procedure to United Kingdom Aggregate Wage Data,” Oxford Bulletin of
Economics and Statistics, 48 (August 1986), p. 233.

* indicates the test accepts cointegration at the 5% level.
** indicates the test accepts cointegration at the 10% level.
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Figure 1: Price Indices, and Nominal Wage Indices for Laborers, Artisans, and Clerks, in
the Northeast and Midwest Regions

Notes: PRICENE
Midwest; LABNE

price index for the Northeast; PRICEMW = price index for the
nominal wage index for the Northeast; LABMW = nominal wage
index for the Midwest; ARTNE = nominal wage index for the Northeast; ARTMW =
nominal wage index for the Midwest; CLKNE = nominal wage index for the Northeast;
CLKMW = nominal wage index for the Midwest; 1856 = 100 for all indices.

Sources: See text. See also Appendix A, Tables 3-6.
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Figure 2: Price Indices, and Nominal Wage Indices for Laborers, Artisans, and Clerks, in

the South Atlantic and South Central Regions

Notes: PRICESA = price index for the South Atlantic; PRICESC = price index for the
South Central; LABSA = nominal wage index for the South Atlantic; LABSC = nominal
wage index for the South Central; ARTSA = nominal wage index for the South Atlantic;
ARTSC = nominal wage index for the South Central; CLKSA = nominal wage index for
the South Atlantic; CLKSC = nominal wage index for the South Central; 1856 = 100 for

all indices.

Sources: See text. See also Appendix A, Tables 3-6.
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Sources: See text. See also Appendix A, Tables 7-9.
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Figure 4: Price Indices, and Real Wage Indices for Laborers, Artisans, and Clerks, in the

South Atlantic and South Central-Regions

Notes: 1856 = 100 for all indices.

Sources: See text. See also Appendix A, Tables 7-9
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Figure 5: g% /a?, for the Real Wage: Three Occupations across Four Regions, 1820-1856

Notes: g% = 1/k X the variance of k-differences of the real wage, adjusted for degrees for
freedom. White noise is 0%/a?, for a deterministic trend plus a white noise process and
provides 2 base-line comparison for the other series. The greater the deviation from white

noise, the larger the random-walk component.

Sources: See text.
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Figure 6: 02,/0?, for the Real Wage: Agricultural Workers in the Northeast, 1320-1855 and
Cotton-Textile Operatives, 1825-1856.

Notes: 0%, = 1/k X the variance of k-differences of the real wage, adjusted for degrees of
freedom. White noise is o%,/c?, for a deterministic trend plus a white noise process and
provides a base-line comparison for the other series. The greater the deviation from white
noise, the larger the random-walk component.

Sources: See text.





