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1 Introduction

Recent supply chain disruptions have underscored the importance of how production linkages
impact the dynamics of sectoral prices, inflation, and GDP. For instance, monetary policymakers
have been grappling with whether shocks to prices of specific sectors, e.g., oil or semiconductors,
have played any role in the rise of aggregate inflation, and if so, whether these effects have been
persistent. In this paper, we answer the following question: In an economy with sticky prices
and production networks, what determines each sector’s contribution to the persistence and the
magnitude of sectoral prices, inflation, and GDP responses to shocks?

In a dynamic multi-sector model, we analytically characterize how arbitrary input-output
linkages interact with staggered heterogeneous sticky prices to amplify the persistence and the
magnitude of inflation and GDP responses to monetary and sectoral shocks. These effects are
quantitatively large. In the case of monetary shocks, production linkages of the U.S. economy
quadruple monetary non-neutrality and double the half-life of the consumer price index (CPI)
inflation response. In particular, the three sectors with the highest input-output adjusted price
stickiness have a combined consumption share of roughly zero but explain around 16% of monetary
non-neutrality. In the case of sectoral shocks, inflation in an upstream but flexible price sector such
as the Oil and Gas Extraction industry has a high but transitory pass-through to aggregate inflation.
In contrast, inflation in an upstream but stickier sector such as the Semiconductor Manufacturing
Machinery industry has persistent spillover effects on aggregate inflation with large GDP gap effects.

We derive these results in a production network economy with multiple sectors. Each sector
contains a continuum of monopolistically competitive intermediate goods firms which use labor
and goods from other sectors to produce with sector-specific production functions subject to
sectoral productivity shocks. These firms also make staggered forward-looking pricing decisions,
where price changes arrive at sector-specific Poisson rates as in Calvo (1983). A competitive producer
in each sector aggregates these intermediate products into a final sectoral good and sells it for
household consumption and for intermediate input use across sectors. Importantly, we do not
restrict or impose any symmetries across sectors in terms of price change frequencies or input-
output linkages. In our benchmark, monetary policy controls nominal GDP! In this framework, we
derive closed-form solutions for the local dynamics of the model around an efficient steady state.

Our first result is that the local dynamics of this model, in response to any arbitrary path of

shocks, is summarized by a system of second-order differential equations, which can be interpreted

In extensions, we also consider inflation targeting and a Taylor rule type policy.



as the economy’s sectoral Phillips curves. Using this representation, we show that all model
parameters affect the dynamics of the model exclusively through a novel adjustment of the Leontief
matrix that takes the duration of price spells across sectors into account.? The explicit solution to
this system reveals that the sufficient statistic for the dynamics of all model variables in response
to any path of shocks is the principal square root of the duration-adjusted Leontief (PRDL) matrix.
Intuitively, a particular interaction of price stickiness and input-output linkages fully pins down the
model IRFs, all of which decay exponentially at the rate of the PRDL matrix.

Two observations immediately follow from this result. (1) Monetary shocks have distortionary
and asymmetric effects on relative sectoral prices, governed by the eigendecomposition of the PRDL
matrix: All else equal, sectors that spend more on stickier suppliers have more persistent responses
and disproportionally affect the persistence of aggregate inflation. (2) The input-output matrix has
a dual role in the propagation of sectoral shocks. First, consistent with insights from static models,
input-output linkages amplify the effects of sectoral shocks through the inverse Leontief matrix
and increase the pass-through of these shocks on impact. Second, a novel dynamic force amplifies
this total pass-through by increasing the persistence of IRFs. Importantly, this second force is
independent of the role of the inverse Leontief matrix. Instead, it stems from the precise interaction
of input-output linkages with staggered price changes through the PRDL matrix. We show that these
two separate forces accumulate: more input-output linkages amplify static propagation through
the inverse Leontief matrix and create dynamic effects that last longer through the PRDL matrix.

Having established the importance of the PRDL matrix in governing the dynamics of the model,
we next derive a series of new analytical results that shed light on the economic forces encoded by
this matrix (through its eigendecomposition). In particular, we use perturbation theory to approxi-
mate the eigenvalues and eigenvectors of the PRDL matrix based on the underlying parameters
of the model.® This approach allows us to prove three key and novel results on how input-output
linkages amplify (1) the persistence of inflation response to monetary shocks in all sectors, (2) the
degree of monetary non-neutrality, and (3) the pass-through of sectoral inflation to aggregate infla-
tion. These analytical results uncover how stickiness trickles to downstream sectors. In particular,

sectors with large input-output adjusted price spell durations play a disproportionate role (relative

212’0 and Tahbaz-Salehi (2022) also characterize an adjusted inverse Leontief matrix that is important for the real
effects of monetary policy in a static model with information frictions. Earlier versions of Rubbo (2023) also had a similar
characterization in a static framework. We instead consider the dynamic propagation of shocks with Calvo pricing,
focusing on the interactions between production linkages and price stickiness that are relevant to these dynamics.
Accordingly, our sufficient statistic (the PRDL matrix) is different from these related matrices in earlier work as it targets
an inherently different object, namely the persistence of endogenous responses in the model.

3We later verify that this approximation is remarkably accurate for the measured input-output matrix in the U.S.



to their expenditure shares) in amplifying monetary non-neutrality and inflation persistence.

Using input-output tables, price adjustment frequencies, and consumption shares, we con-
struct our sufficient statistics for the U.S. and quantify the importance of production networks for
propagation of shocks. In the case of monetary shocks, we find that production linkages quadruple
the cumulative response of GDP and double the half-life of the consumer price index (CPI) inflation
response. Furthermore, underneath these aggregate responses, we identify a rich distribution of
sectoral responses, with few sectors disproportionately affecting monetary non-neutrality and
inflation persistence. In a counterfactual exercise, we find that dropping the top three sectors with
the largest input-output adjusted price spell durations reduces monetary non-neutrality by 16
percent, even though the combined consumption share of these three sectors is approximately zero.

We then quantify the pass-through of sectoral shocks to aggregate inflation on impact. To do so,
we consider idiosyncratic sectoral shocks that increase the inflation of their corresponding sector
by one percent. We then measure the spillover pass-through of this shock as its impact on aggregate
inflation minus the direct effect coming from the expenditure share of its sector (so that in the
absence of production linkages, these pass-throughs are zero). While we provide comprehensive
rankings of sectors, we use two industries that have been salient recently as informative examples of
our analysis: the Oil and Gas Extraction industry and the Semiconductor Manufacturing Machinery
industry. We find that the Oil and Gas Extraction industry is among the top sectors that have a large
spillover pass-through to aggregate inflation on impact, due to its role as an input to many sectors.

Next, we quantify the effects of these sectoral shocks on the persistence of aggregate inflation
response. Relying on our perturbed eigenvalues, we show that the key determinant of these effects
is an input-output adjusted duration of price spells within these sectors. To provide concrete
examples, this adjusted duration in Oil and Gas Extraction industry is relatively small due to its
high price flexibility. Thus, a shock to this sector does not lead to persistent aggregate inflation
effects. In contrast, the Semiconductor Manufacturing Machinery industry has very persistent
aggregate inflation effects because its adjusted duration is relatively larger. Moreover, to connect
these persistent responses with the real effects of sectoral shocks, we also show that sectoral shocks
that cause more persistent inflation responses also lead to greater GDP gap effects.

Finally, having established these analytical and quantitative results on the separate roles of
monetary and sectoral shocks, we study the propagation of sectoral shocks when monetary policy
endogenously responds to neutralize their inflationary effects. In benchmark New Keynesian (NK)
models, inflationary pressures are determined by the slope of the aggregate Phillips curve. In those

models, this slope is the elasticity of inflation to demand shocks (output gap). We use our theoretical



results to show that in multi-sector models with production networks, the slope of the aggregate
Phillips curve is not sufficient for the magnitude or the direction of non-neutrality and inflation
persistence. The key behind this observation is that in multi-sector economies, the Phillips curve is
also affected by differences in relative prices that are not captured by its slope. As one implication
of this result, we provide an example with two multi-sector economies where, contrary to common
intuition, the economy with the steeper Phillips curve also exhibits higher monetary non-neutrality.*

We conclude that these relative price distortions are theoretically and quantitatively relevant
for the inflationary effects of sectoral shocks, especially when monetary policy stabilizes aggregate
inflation conditional on shocks to sectors with higher input-output adjusted price flexibility. For
instance, a sectoral shock to the Oil and Gas Extraction industry that raises inflation in that sector
has a large pass-through to aggregate inflation when monetary policy keeps interest rates fixed.”> In
contrast, if monetary policy responds to this shock by stabilizing aggregate inflation, it generates a
substantially negative GDP gap response, in contrast to benchmark NK models.

To illustrate this last point, inflationary TFP shocks in benchmark NK models are expansionary
to the output gap because sticky prices do not increase as much as they would under flexible prices.
In the extreme case when monetary policy fully stabilizes TFP-driven inflation in those models,
the output gap is also stabilized. Yet, we find that in the production network of the U.S. economy,
stabilizing TFP-driven inflation due to Oil shocks contracts the GDP gap due to the indirect effects
of this policy on other sectors. It is important to highlight the interaction of production linkages and
price stickiness for this result. For instance, in contrast, stabilizing aggregate inflation conditional
on an inflationary TFP shock to the Semiconductor Manufacturing Machinery industry is not very
costly in terms of GDP gap. This industry is also an input to many sectors, similar to the Oil industry,
but it has a much higher duration-adjusted price stickiness relative to its downstream sectors.
Thus, the contractionary effects of stabilizing aggregate inflation are also smaller because sectoral

inflation in that sector does not distort relative prices as much.

Related Literature. We contribute to the literature on shock propagation and inflation dynamics in
multi-sector NK models with production networks and relative price distortions. On the production
networks side, the closest recent work to ours is La’0O and Tahbaz-Salehi (2022) which studies optimal

monetary policy in a static model with production networks and information frictions, as well as

4See, e.g., Hazell, Herreno, Nakamura, and Steinsson (2022) who discuss when a two-sector economy admits an
aggregate Phillips curve. As they note, more generally, multi-sector economies do not necessarily admit Phillips curves
with only output gap and inflation terms. Moreover, see Lorenzoni and Werning (2023a,b) who crystallize the underlying
mechanisms for inflation that arises from disagreement in relative prices (i.e. conflict inflation).

°In the background, monetary policy achieves determinacy by controlling the nominal GDP, which, under the
preferences that we consider, corresponds to fixed interest rates in equilibrium.



Rubbo (2023) which studies optimal monetary policy in a dynamic model with production networks
and heterogeneous price stickiness. We contribute to this literature by analyzing the propagation of
(1) sectoral shocks and their impact on aggregates, and (2) monetary shocks, especially focusing on
how they distort relative prices where few sectors have disproportionate effects on inflation and
GDP dynamics. On the relative price distortions side, our work is related to Lorenzoni and Werning
(2023a,b) who show that disagreement in relative prices is a key determinant of inflation due to
conflict. Our findings demonstrate how production networks endogenize conflict and quantitatively
lead to substantial inflation, even with homogenous price stickiness across sectors.

More broadly, our analytical results on the real effects of monetary shocks are related to two
strands of the literature. First, they connect to results in Carvalho (2006) and Nakamura and Steins-
son (2010) which showed how heterogeneous price stickiness amplifies monetary non-neutrality in
time- and state-dependent models respectively. Second, our findings on how production linkages
amplify real effects of monetary shocks are connected to the insights of Blanchard (1983), Basu
(1995) and more recently La’'O and Tahbaz-Salehi (2022) which showed that such amplification
stems from strategic complementarities introduced by production networks. More recently, Car-
valho, Lee, and Park (2021), Pasten, Schoenle, and Weber (2020), Woodford (2021), and Ghassibe
(2021) study the transmission of monetary shocks in specific production networks.® We contribute
to this literature by considering a multi-sector NK model with unrestricted input-output linkages.

Furthermore, our results on the propagation of sectoral shocks in models with production
networks build on a rich literature, mostly in settings without nominal rigidities. Long and Plosser
(1983), Acemoglu, Carvalho, Ozdaglar, and Tahbaz-Salehi (2012), Jones (2013) are important contri-
butions and Carvalho (2014), Carvalho and Tahbaz-Salehi (2019) provide comprehensive surveys of
the literature. In more recent work, Guerrieri, Lorenzoni, Straub, and Werning (2020) characterize
how supply shocks to a sector can lead to aggregate contractions, and Minton and Wheaton (2023)
provide empirical support for the dynamic propagation of price stickiness through production
networks. Our focus on dynamics also connects with the work in Liu and Tsyvinski (2021), which
analyzes the dynamics of real variables in a model with adjustment costs in inputs. We contribute to
this literature by characterizing the forces that determine the propagation of monetary and sectoral

shocks under nominal rigidities in dynamic settings with production networks.’

50Qur paper also relates to Wang and Werning (2021) and Alvarez, Lippi, and Souganidis (2022), which derive
similar statistics in settings with oligopolies and menu costs featuring strategic complementarities, but not production
networks. These results are also related to Alvarez, Le Bihan, and Lippi (2016), Baley and Blanco (2021) who provide
analytical results in settings with idiosyncratic shocks and menu costs but no strategic complementarities.

"Other papers, such as Taschereau-Dumouchel (2020), consider endogenous production networks in real models.
We use exogenous production networks, but we study a dynamic model with sticky prices.



2 Model

2.1. Environment

Time is continuous and is indexed by ¢ € R.. The economy consists of a representative household,
monetary and fiscal authorities, and n sectors with input-output linkages. In each sector i € [n] =
{1,2,...,n}, a unit measure of monopolistically competitive firms use labor and goods from all
sectors to produce and supply to a competitive final good producer within the same industry. These

final goods are sold to the household and other industries.

Household. The representative household demands the final goods produced by each industry,
supplies labor in a competitive market, and holds nominal bonds with nominal yield i;. Household’s
preferences over consumption C and labor supply L is U(C) — V(L), where U and V are strictly

increasing with Inada conditions, and U”'(.) <0, V"(.) > 0. Household solves:

MAaX{(C; ) e LiBilizo Jo € PHU(CY) = V(L]de (1)

S.t. Zie[n] Pi,tcl‘,['FBtS WtL[+itB[+PrOﬁtS[— Tt, C[E(D(Cl,t,...,cn,[) (2)

Here, ®(.) defines the consumption index C; over the household’s consumption from sectors
(Ci t)ien- Itis degree one homogenous, strictly increasing in each C; ;, satisfying Inada conditions.
L; is labor supply at wage W;, P; ; is sector i’s final good price, B; is demand for nominal bonds,

Profits; denote all firms’ profits rebated to the household, and T} is a lump-sum tax.

Monetary and Fiscal Policy. For our baseline, we assume monetary authority directly controls the
path of nominal GDPB, {M; = P;C;};>0, where P, is the consumer price index (CPD.BA Taylor rule
extension is in Section 5.2. The fiscal authority taxes or subsidizes intermediate firms’ sales in each
sector i at a possibly time-varying rate 7; ;, lump-sum transferred back to the household. A wedge

shock to sector i is an unexpected disturbance in that sector’s taxes.

Final Good Producers. A competitive final good producer in each industry i buys from a continuum
of intermediate firms in its sector, indexed by i j : j € [0,1], and produces a final sectoral good using

a CES production function. The profit maximization problem of this firm is:

1
. e
PiiYie— Jo Pije Y dj st Yie=|[fo (v )00 dj] 3)

maxyd ij,t

7,0 €01

8Such policy can be implemented by a cash-in-advance constraint (e.g. La’'O and Tahbaz-Salehi, 2022), money in
utility (e.g. Golosov and Lucas, 2007) or nominal GDP growth targeting (e.g. Afrouzi and Yang, 2019).



where Yl‘]i ; is the producer’s demand for variety i j at price P;j,, Y;  is its production at price P; ¢,
and o; > 1 is the substitution elasticity across varieties in i. Thus, demand for variety i j is:

. YO —O;: +,.
Ylt(};—’;) where pi,t:[folpiljf’dj]l ; )

Yic;,t = @(Pl‘j,tlpi,t; Yi,t)

Final good producers define a unified good for each industry and have zero value added due to

being competitive and constant returns to scale (CRS) production.

Intermediate Goods Producers. The intermediate good producer ij uses labor as well as the

sectoral goods as inputs and produces with the following CRS production function:

Yl-sj,t =ZitFi(Lij,t, Xij1,60-- Xijnt) (5)

where Z; ; is sector i’s Hicks-neutral productivity, L;; ; is firm i j’s labor demand, and X, is its

demand for sector k’s final good. The function F; is strictly increasing in all arguments with Inada

conditions. The firm’s total cost for producing output Y, given P; = (W;, P; 1) ic[n), iS:
6i(Y;P,,Zi)= min WiLij+ Y PiXijre St ZiiFilLijoXijio--oXijnd=Y (6)

ij, 0 Xij ke keln

In each sector i, firms set their prices under a Calvo friction, where i.i.d. price change opportunities

arrive at Poisson rates 6;. Given its cost in Equation (6) and its demand in Equation (4), afirm i j

that has the opportunity to change its price at time ¢ chooses its reset price, denoted by Pij o to

maximize the expected net present value of its profits until the next price change:

o0 ) h.
Pfj, = argmax | Oie” O o 9 N (L —3; NPy D Pisil Py Visn) = CilY S i P Zigen) | A
it
st Vi, 2 D PP Yien), Yh=0 ()

h .
where 0;e7%" is the duration density of the next price change, e~ Joi+nds is the discount rate based
on nominal rates, and 7; ; is the tax/subsidy rate on sales. Were prices flexible, maximizing net

present value of profits would be equivalent to choosing desired prices, denoted by P that

*
ijr

maximized firms’ static profits within every instant. Desired prices solve:

P}, .= argmax (1= 7,0) Py, D (Pijl Py ¥i,1) = i (Y;

ij,[: it S]',t;Pl’er',l’) s.r. Yi?ytzg(Pij't/Pi,t; Yi,t) (8)
Equilibrium Definition. An equilibrium is a set of allocations for households and firms, monetary
and fiscal policies, and prices such that: (1) given prices and policies, the allocations are optimal for

households and firms, and (2) markets clear. A precise definition is in Appendix B.



2.2. Log-Linearized Approximation

We log-linearize this economy around an efficient steady-state, derivations of which are in Ap-
pendix C. For our baseline analysis, we use Golosov and Lucas (2007)’s preferences, U(C) — V(L) =
log(C) — L, which simplifies the analytical expressions. In Section 5.1, we consider a more general
specification. Going forward, small letters denote the log deviations of their corresponding variables

from their steady-state values.

Sectoral Prices. While prices are staggered within sectors, the Calvo assumption implies that we
can fully characterize aggregate sectoral prices by desired and reset prices.

First, desired prices are equal to firms’ marginal costs, (mc; ;) ic[n], Up to a wedge that captures
markups or other distortions, (w;,;);e[. With input-output linkages, mc; ; depends on the aggregate

wage, w;, sectoral prices, (pi, ) ke[n), and the sectoral productivity, z; ;:

* — — gi 1
p; S Wi+ MCiyr, MCit = QWi+ Y kein) Aik Pkt~ i, ©i,r =108(575 x =) 9)

where a; and a; . are sector i’s firms’ labor share and expenditure share on sector k’s final good in
the steady-state, respectively. Thus, the steady-state input-output matrixis A = [a;] € R"*" .9
Second, the reset price in sector i is the average of all future desired prices, discounted at rate p

and the probability density of the time between price changes, e~®*0":

pi,=(o+0) [ e PHOhpr . dh (10)

i,t+h
Finally, given sector i’s initial aggregate price at ¢ = 0, p; o-, the aggregate sectoral price p; ; is an
average of the past reset prices, weighted by the density of time between price changes:
pii=0i [y e pt _ dh+elilp; - (11)
Aggregate Price and GDP. The household’s demand for goods defines the aggregate Consumer
Price Index (CPI) as the expenditure share weighted average of sectoral prices:

Pr=Yiem Bibir, with YiempBi=1 (12)

where f = (f;) e[ is the vector of the household’s expenditure shares in the efficient steady-state.
The aggregate GDP, y;, is equal to aggregate consumption and is given by the difference between

the nominal GDP, m;, and the CPI, p;: y; = m; — p;. Fully elastic labor supply implies that the wage

9Baqaee and Farhi (2020) emphasize the distinction between cost-based and sales-based input-output matrices and
Domar weights. In an efficient equilibrium, like the one we linearize around, the two are the same.



is equal to nominal demand:'°
w;=pr+yr=m; (fullyelastic labor supply) (13)

Equilibrium in the Approximated Economy. Given a path for (w, z;, m;) />0, an equilibrium is
a path for GDP, wage and prices, 9 = {y;, w;, ps, (p;.“ " p’f  Pi,)ien} =0, such that given a vector of

initial sectoral prices, po- = (pi0-)ic[n), ¥ solves Equations (9) to (13).

Flexible Prices and GDP. Consider a counterfactual economy where all prices are flexible. By

Equation (9), we can derive flexible prices of this economy, denoted by p{ eR", as:
o = wasAp cwi-z = pl = m W2 )

where a = (;) e[, contains labor shares, 1 is the vector of ones, and ¥ = (I-A) ! is the inverse

Leontief matrix. A key observation is that p{ is only a function of exogenous shocks and model

parameters. We can also derive the flexible price GDP, y{ , in this counterfactual economy as:

y{ = rnt—ﬁTp{‘C = ATz, - Aw, , A= (%)i(—:[n] = ‘PTﬁ (15)
~—— ~——
aggregate TFP  labor wedge
where A is the vector of Domar weights in the steady state.!! Equation (15) shows that two terms
determine flexible GDP around the efficient steady-state up to first order: (1) the aggregate TFP,
which is the Domar-weighted sectoral productivities (Hulten, 1978), (2) the labor wedge due to

distortions, which is the Domar-weighted wedges across sectors (Bigio and La’O, 2020).

3 Sufficient Statistics

Here, we solve sectoral price dynamics in closed form and derive our sufficient statistics results. We
then measure these sufficient statistics for the U.S. economy and provide quantitative results on

aggregate and sectoral shocks. All proofs are included in Appendix A.

3.1. Dynamics of Prices

Letp; = (pi,)ieln), P’ = (p*; Jiein) and py = (p} ,)ie(n) be the vectors of sectoral aggregate, reset and

desired prices, respectively. Using Equations (9) and (14):'?

pi =1-Ap/ +Ap, (16)

10gee Section 5.1 for an extension to the case with partially elastic labor supply.
UThe Domar weight of a sector i, 1;, is the ratio of its total sales to the household’s total nominal expenditures.
12Using a = (I-A)1, the vector form of Equation (9) isp; = I-A)(Qw; + ¥ (w; — z;)) + Ap;.



where p{ is the vector of flexible equilibrium prices in Equation (14). Equation (16) shows that

firms’ desired prices across sectors is a convex combination of exogenous flexible equilibrium prices
and endogenous sectoral prices in the sticky price economy, with the input-output matrix A fully
capturing the strategic complementarities induced by production linkages across the economy
(Blanchard, 1983, Basu, 1995, La’O and Tahbaz-Salehi, 2022).

Accordingly, reset and sectoral prices in Equations (10) and (11) solve:

xt=pt = (pI+0©)(p’ -p)), forward-looking with tlim e~ PIHOILE 0, 17)
7 =P =0 -po), backward-looking with Po = Po- (18)

Here, #% and 7, are the inflation rates in reset and aggregate prices across sectors, respectively.
O = diag(f;) € R"*" is a diagonal matrix, with its i’th diagonal entry representing the frequency
of price adjustments in sector i.'*> The memorylessness of the Poisson price adjustments (Calvo

assumption) allows us to represent this system only in terms of sectoral prices, p;:

Proposition 1. Sectoral prices evolve according to the following set of differential equations:
J'rt:pﬂt+®(pl+®)(I—A)(pt—p{), with po = po- given. (19)

We discuss the main implications of Proposition 1 in the following four remarks.

Remark 1. Equation (19) represents the sectoral Phillips curves of this economy in vector form,
linking changes in inflation to the gap between prices and their counterparts in a flexible economy.
The matrix T = O(pI+ ©)(I - A)—the Leontief matrix, 1 — A, adjusted by a quadratic form of price
adjustment frequencies, ®(pI + ®)—encodes the slopes of these Phillips curves.

Equation (19) differs from the usual representations of Phillips curves featuring output gap.
Such an equivalent representation exists for Equation (19), which we discuss in detail in Section 4.
However, we start with the representation above because it is the most straightforward way to

demonstrate the following remarks and derive our analytical results.

Remark 2. Sectoral Phillips curves, with boundary conditions py = po- and non-explosive prices,

uniquely pin down the path of sectoral prices for a given path of flexible prices (p{ ) =0-

The key to this observation is that the only endogenous variables in the system of second-order

differential equations in Equation (19) are nominal prices and their inflation rates, p; and 7, with

p{ acting as an exogenous forcing term. Intuitively, nominal prices in the sticky price economy

f

should adjust towards their flexible levels, py, . This is formalized in Equation (19), where inflation in

13In this draft, we frequently use the exponential function of square matrices, defined by its corresponding power
series: VX € R X = Zi":o X*/ k!, which is well-defined because these series always converge.

10



sectoral prices depends solely on the time series of nominal price gaps, p; — p{ .

Remark 3. All shocks (w¢, z;, m;) =0 affect price dynamics only through flexible prices, (p{ )t=0-

The observation in Remark 3 demonstrates the power of expressing inflation dynamics in terms
of nominal price gaps. It implies that solving for the dynamics of prices for a given path of p{ is
equivalent to having characterized impulse response functions of all the prices in the economy to

all three types shocks-TFP, markup/wedge, and monetary-in a unified framework.

Remark 4. All parameters affect the dynamics of sectoral prices only through the duration-adjusted

Leontief matrix, I, and the household’s discount rate, p.

Intuitively, the dynamics of prices in a production network depend on the frequency of price ad-
justments (@) and how these shocks propagate through input-output linkages (the Leontief matrix).
Proposition 1 formally shows how these two mechanisms interact through I' and p. Moreover, note
that substitution elasticities across different inputs have no impact on price dynamics at the first
order. This is due to the flatness of the marginal cost function with respect to inputs at the optimum
by Shephard’s Lemma (see, e.g., Bagaee and Farhi, 2020).

Given that p is usually calibrated close to zero, we will assume p = 0 going forward.'* This makes
I' the sole object through which model parameters affect prices, allowing us to fully focus on the

economic intuition behind its effects. We now state the main result of this section.

Proposition 2. Suppose p{ is piece-wise continuous and is bounded,'® and let p = 0. Then, given p{

and a vector of initial prices po-, the principal square root of the duration-adjusted Leontief (PRDL)

matrix, VT, exists and is a sufficient statistic for dynamics of sectoral prices:'%

pp=€_\/ftpo—+\/fe_\/ftf

r co
sinh(VIh)p/ dh+ VT sinh(VT1) f e VTpldn (20)
0 t

inertial effect of past prices due to stickiness forward looking effect of future prices
Drawing on Remarks 1 to 4, Proposition 2 presents the analytical solution for dynamics of all
sectoral prices. This solution specifically highlights the interplay between the forward-looking
nature of pricing decisions and the backward-looking nature of aggregation, Equations (17) and (18).
While firms take the future path of pf into account when setting prices, aggregate prices also depend

t
on the past path of p{ due to the persistence of stickiness over time.

4ywith an annual interest rate of 0.04, p =In(1.04)/12 = 0.003 at a monthly frequency. However, there is a literature
that reinterprets a larger p as a parameter for disciplining how myopic firms are in price-setting (see, e.g., Gabaix, 2020).

See Minton and Wheaton (2023) for a discussion of myopia in production networks.

15In our setting with perfect foresight, piece-wise continuity ensures that p{ is Riemann integrable with unexpected

shocks introducing at most countable jumps in flexible prices. The boundedness assumption is not restrictive with zero
trend inflation. With trend inflation, boundedness is replaced with exponential order.
16The hyperbolic sine of a square matrix X is defined as sinh(X) = (eX - e7X)/2.
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Furthermore, Proposition 2 illustrates that it is not I itself that is crucial for price dynamics, but
rather its principal square root, which is the square root of I" with all eigenvalues having positive
real parts. From an economic standpoint, this square root emerges as a result of the system’s dual
forward-looking and backward-looking nature. Firms take the future and past paths of flexible
prices into account when adjusting prices so that these paths affect dynamics partially insofar as
such changes were not incorporated at the time of adjustment. Additionally, the principal square
root is the relevant square root because it is the one that adheres to stability boundary conditions.
Proving the existence of /T mainly relies on the economic assumptions that all sectors have strictly
positive labor shares and price adjustment frequencies.!”

Next, we explore the analytical solution presented in Proposition 2 by examining the IRFs of

sectoral prices, CPI inflation, and GDP (gap) to monetary, sectoral TFP, and wedge shocks.

3.2. Impulse Response Functions

f

Using Proposition 2, we can obtain IRFs by plugging in specific paths for p;

implied by shocks.
Consider the economy in its steady state at = 0~ (left limit at # = 0), so that exogenous variables

(24, 0, my) = (29-,wo-, mp-) for £ 1 0 and all prices are at their flexible level: pg- — pg, =0.

3.2.1. Monetary Shocks. An expansionary monetary shock is a one-time unexpected but perma-
nent increase in nominal GDP: m; = mg- + 96, Vt = 0 where §,,, denotes the shock size. The implied

path for p{ is p{ = pg, + 6,1, where 1 is a vector of ones.

Proposition 3. The IRFs of sectoral prices, ps; CPI inflation, n; = 77x;; GDP, y;; and GDP gap,

Ve=Ve— y{ to an expansionary monetary shock are given by:

%p[ —I-e VI, &”t = pTVTe VT, %yt = %yt —pTe VT (21)

Proposition 3 shows: (1) The only relevant objects for the sectoral price, inflation, and GDP
dynamics are vT and expenditure shares . Thus, we can compute these IRFs for the input-
output structure of the U.S. economy once we construct vT and the expenditure shares f from
the data. (2) Although relative sectoral prices converge back to the steady state in the long run, the
aggregate monetary shock distorts these relative prices on the transition path. These distortions

are also captured by vT and thus are measurable. (3) VT also captures the degree of monetary

17This ensures that the inverse Leontief matrix exists and has positive real entries (see, Carvalho and Tahbaz-Salehi,
2019, p. 639). We can then show I' is a M-matrix: By Theorem 2.3 in (Berman and Plemmons, 1994, p. 134, condition
Nsg), this is true if T is inverse-positive; i.e., I''! = 0 elementwise. Since O(pI + 0) is invertible because 6; > 0, Vi,
and I — A is invertible because inverse Leontief exists, I'"! exists and is the infinite sum of positive matrices: rl=

oA (pI+ ©)71@"! > 0. Finally, having shown that T is a non-singular M-matrix, we can apply Theorem 5 in Alefeld
and Schneider (1982) which shows that every non-singular M-matrix has exactly one M-matrix as its square root, which
is also its principal square root by properties of M-matrices.
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non-neutrality in the economy since GDP response to a monetary shock is zero in the flexible
economy. We see this in the cumulative impulse response (CIR) of GDP, obtained by integrating the

area under its impulse response function:
- -1
CIRym = [5° 58 7udt = BTVT 1 (22)

3.2.2. TFP and Wedge Shocks. How do sectoral prices, CPI and GDP respond to sectoral TFP/wedge

shocks? To answer this question, we consider the following shock to any sector i:
Wi —Zir = Wip-—2z2io-+e P8, V=0 (23)

Here, a positive 5% captures a negative TFP or a positive wedge shock to sector i that decays at
the rate ¢; = 0. We note that ¢»; = 0 would correspond to a permanent TFP/wedge shock while a

positive ¢»; denotes a temporary disturbance that disappears at rate ¢;. The implied path for p{ ,

given such a shock, is p{ = pof_ +e %i'5.We;, where ¥ is the inverse Leonteif matrix and e; is the
i’'th standard basis vector. Economically, We; is a measure of sector i’s upstreamness as it measures
how much sector i, directly and indirectly, supplies to other sectors.

Proposition 4. Suppose ¢; ¢ eig(v/T).'® Then, the IRFs of sectoral prices, p;; CPI inflation, 7, =

BT GDP y;; and GDP gap, ;= y; — y{, to a TFP/wedge shock in sector i are given by:

%pt:(e“"”l—e‘m)(l—cpfr‘l)‘l\vei, Wm—lﬂ(fe I e ¥ I - 2T~ ) We;

Lye= BT e U- i) ey, 23 =BTV - gir e P a- gl T e
The most important observation from Proposition 4 is that, aside from the exogenous dynamics

introduced by the shock (e~%i%), all endogenous dynamics are captured by e~VT. This is best

illustrated in the limiting case when the shock is almost permanent ¢; | 0:
%Pthb,-w =(I- e_\/ft)‘l'ei, %ﬂtkpilo = ﬁT\/fe_‘/ft‘I’ei, %f/tlcp,-lo = ﬁTe_\/ft‘Pei (24)

This observation uncovers fwo separate roles of the Leontief matrix in the dynamic economy.
Remark 5. The inverse Leontief matrix, ¥, determines the static propagation of TFP/wedge shocks
by passing them through the network (e; — We;). The principal square root, VT, determines the
dynamic propagation of these shocks over time (Ye; — e_‘/ft‘l’e,- ).

Moreover, in response to TFP/wedge shocks, the GDP response combines both the response

under flexible prices and the response of the GDP gap under sticky prices. To separate these, we

18] e., assume ¢; is not an eigenvalue of the vT matrix. This is a technical assumption that simplifies analytical
derivations, but it is not restrictive: A limit of IRFs can be taken and is valid when ¢p; — x € eig(\/f).
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decompose the CIR of GDP to its two components:

CIRy; = [g° 357 v:di = —71A; + BTGI+VI) e (25)

h/—' i v
CIRy . =Flexible GDP Response  CIRj,z; =Cumulative GDP Gap Response
<

(Domar-weighted cumulative TFP)

This decomposition provides intuition for the limiting case when ¢; — 0. Note that in this case,
the flexible GDP CIR explodes because, with a permanent shock to TFP, the economy diverges
from the initial steady-state (which is why we are only considering the case when ¢; — 0 and not
¢; = 0). However, the GDP gap CIR is not explosive in this limit as the effects of sticky prices are

only temporary deviations from the flexible price response:
-1
CIR;ilg;10= BTVT  We; (26)

Equations (22) and (26) illustrate a more general takeaway in the context of permanent shocks.
They show that the total effect of a monetary or sectoral shock on the cumulative response of
GDP gap is a combination of two forces, where the interaction is captured by the inner product
of two vectors: (1) A vector that captures the pass-through of the shock to flexible prices (1 for
monetary shocks and We; for TFP/wedge shocks as seen from Equation (14)), and (2) A second
vector that captures the dynamic propagation of shocks which is independent of whether the shock
is a monetary or sectoral shock. Instead, it only depends on the expenditure share weighted inverse
PRDL matrix (BT \/f_l). This is the dynamic force that converts the static pass-through of the shock
to its endogenous dynamic propagation through the terms involving e VTt in Propositions 3 and 4.
Accordingly, VT connects the persistence of inflation response to the shocks’ total effects on the

GDP gap. Next, we study the economic interpretation of the PRDL matrix, VT.

3.3. Perturbation Around Disconnected Economies

We have shown that vT encodes all the economic forces of the model in shaping the endogenous
dynamics of prices and GDP. But what is its economic interpretation? In principle, we could use
the Jordan decomposition of VT to conduct a spectral analysis, but this approach does not take
us far in terms of economic intuition. Suppose VT is diagonalizable so that there exists a diagonal
D = diag(d,, ..., dy), and an invertible matrix P such that vT = PDP~!, which for instance, would
imply that GDP and inflation responses to a monetary shock are

g =PpTe V1= i wie %t @27)

i=1

n
s =pTVTe V1 =Y djwie ™', w;=pTPeel P (28)
i=1
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The problem is it is unclear how the structure of the economy is reflected in the eigenvalues {d;} and
coefficients {w;}. The key idea here is to approximate an arbitrary input-output economy around
“disconnected” economies, whose eigendecomposition has a clear economic interpretation.

We do not use this approximation in the quantitative results presented in Section 3.4 below but

derive it here to provide intuition. We start by defining a disconnected economy as follows:

Definition 1. A disconnected economy is characterized by a diagonal input-output matrix.

Figure 1: Perturbation around Disconnected Economies

(a) n-Sector Disconnected Economies (b) Perturbation towards A = [a; ]

A A
az ... ann an azz e
7 e 74

B2 B2

:61 i ﬁn ﬁl i ﬁn

Notes: Figure 1a draws the structure of disconnected economies where sectors operate independently but are allowed
to use their own output in roundabout production. Figure 1b shows our parameterized perturbation of an arbitrary
input-output matrix A around its disconnected structure: the perturbation is given by keeping a sector’s own input
shares from their output fixed, and only adding their input from other sectors proportional to an € > 0.

Figure 1a depicts disconnected economies. These are multi-sector economies with heteroge-
neous price stickiness where sectors only use their own output in roundabout production. Discon-
nected economies are useful benchmarks because for each sector i, the corresponding eigenvalue is
its frequency adjusted by the square root of their labor share, d; = 0;1/1 — a;;, and the corresponding

weight in Equation (27) is the household’s expenditure share for that sector:

%Yt Z,Be 1- a”t, = ﬂt—ZﬁG /1_ aj;e Vi-a t (29)

These expressions are now interpretable; e.g., GDP response is the expenditure-weighted average of
exponential functions, each decaying at the rate of the sector’s adjusted frequency. Moreover, note

that integrating the GDP gap response in Equation (29), we obtain:

[e.°]
0 = _ 1
CIRy,m| .o _fo o idt =X, Pig A= (30)
Equation (30) connects two separate insights about monetary non-neutrality in a unified frame-

work. First, when a;; = 0,Vi € [n], it shows that in a pure multisector economy, monetary non-
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neutrality is the expenditure weighted average of price spell durations—which is equal to one
over frequency of each sector due to the exponential distribution of price changes. Since these
durations are convex functions of the frequencies, we can apply Jensen’s inequality to conclude
that heterogeneity in frequencies amplifies monetary non-neutrality (Carvalho, 2006, Nakamura
and Steinsson, 2010). Second, when n = 1 but a;; # 0, we see that what determines monetary
non-neutrality is no longer the duration of price spells but their duration adjusted by the input
share of that sector from its total output. Since a;; > 0, we can see that fixing the frequency, a
higher input share from this final product—i.e. “roundabout” production—amplifies monetary
non-neutrality (Basu, 1995). In the more general case when n > 1 and a;; # 0, Equation (30) extends
these insights and shows that, even in a disconnected economy, monetary non-neutrality depends
on the duration of price spells adjusted for the input-output structure of an economy. In particular,
it delivers the novel result that even when all sectors have the same frequency, heterogeneity in
these adjusted frequencies amplifies monetary non-neutrality.'?

Now, consider an arbitrary n-sector economy with frequency matrix ® = diag(9,,...,6,) and
input-output matrix A = [a;;], and define the corresponding disconnected economy as Ap =
diag(aiy,..., ann). Thus, we can write the duration-adjusted Leontief matrix I’ = ®2%(I-A) as the

sum of the one in the disconnected economy I'p, = ®*(I1 - Ap) and the off-diagonal matrix I'z:
I=Tp+Ilg with Tr=0%Ap-A) (31)

This is a classic exercise in perturbation theory where we replace I' with I'(¢) =T'p + €' for some
€ > 0 and express the eigenvalues and eigenvectors as power series in € (see, e.g., Kato 1995, ch.
2 or Bender and Orszag 1999, p. 350). The economic interpretation is that we move from the
disconnected economy, Ap, towards the arbitrary economy, A, in proportion to &, as shown in
Figure 1b. Notably, € = 0 corresponds to the disconnected economy and € = 1 corresponds to the
arbitrary economy A.

Generally, eigenvalues and eigenvectors of I'(¢) do not need to be differentiable in €, especially
for non-symmetric matrices as in our case. However, assuming that eigenvalues of I'p are distinct

(i.e., sectors of the disconnected economy have distinct adjusted frequencies),?’ we obtain the

19This follows neither from Carvalho (2006) nor Basu (1995). The latter is a one-sector economy and thus does
not have predictions for multisector economies, and the former would predict that a multisector economy with the
same frequency across sectors implies the same degree of monetary non-neutrality as a one-sector economy with that
frequency.

20This is a fairly weak assumption because ¢;’s are almost surely distinct if the distributions of ® and A in the data
are drawn from distributions with densities with respect to the Lebesgue measure. In other words, the event that two
sectors have the same adjusted frequencies in the data has zero probability.

16



following Lemma from Theorems 1 and 2 in Greenbaum, Li, and Overton (2020).

Lemmal. Let¢; = 60;1/1 — a;; and assume ¢;’s are distinct. Let (d;(€),v;(¢)) be an eigenvalue/eigenvector
pair for the principal square root of the perturbed economy, v/I'(¢). Then,

92a
di(e) =& +O(|lel®) vi(e) = el+s[¢,2 g(1{,¢l}]+6’(nsn) (32)
] 1

Lemma 1 is useful because it links the mathematical properties of v/T to its economic properties.
It shows that up to first-order in €, the eigenvalues of /T are the same as the disconnected economy;
i.e. %di (€)le=0 = 0. Importantly, note that in theory, this perturbation does not have to be accurate
for € = 1. But as we plot in Figure E1 in the Appendix, it is a remarkably accurate approximation for

the eigenvalues of the measured T for the U.S. economy.

3.3.1. Aggregate and Sectoral Effects of Monetary Shocks. We now discuss how monetary shocks
propagate in our approximate economy. We first present the results for sectoral inflation and then
aggregate these responses to obtain the effects on CPI inflation and GDP.

Proposition 5 (Sectoral Inflation Responses). Suppose {¢; = 0;v/1— a;;}ic[n are distinct. The im-

pulse response of inflation in sector i € [n] to a monetary shock is:

i & g.e—fjt_f.e—szt
4 &t & ij i j i 2
i =  &ed +ey. x x +0(lell®) (33)
iZil—aii S+ §i—¢;
. —_— N -— _
disconnected baseline first order effect of the network

Equation (33) shows that introducing production linkages creates spillover effects on the infla-
tion of sector i through all of its suppliers, captured by the term labeled the “first order effect of
the network.” It is straightforward to verify that these first-order effects are negative initially but
turn positive after some ¢. Intuitively, since i’s suppliers have sticky prices, increasing production
linkages (higher ¢) leads to an initial dampening of the inflation response in sector i to a monetary
shock. However, since money is neutral in the long run, this dampened response has to be com-
pensated for in terms of inflation in the long run, which implies that inflation in sector i is more
persistent with higher e. The following corollary shows how these sectoral effects translate into the

response of aggregate inflation to monetary shocks.

Proposition 6 (Impact and Asymptotic Inflation Response). Input-output linkages dampen CPI

inflation response to a monetary shock on impact but amplify its persistence.

3 5 Siaij Si
/4 = X
9 (35,7 0|£0 ZﬁzZI_a”_ Ei+E;

i=1  j#i

<0 (34)

dimpact response/de
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t=argmin{¢;} = delas- Tl i—ool| =g ~Z(ﬁj€j >0  (35)
~ v ~ .I#l
Oasymptotic response/de

Finally, we show in the next proposition that this increase in the persistence of inflationary
responses due to input-output linkages corresponds to an increase in monetary non-neutrality.
Proposition 7 (Monetary Non-Neutrality). Input-output linkages amplify monetary non-neutrality

measured by the CIR of GDP to a monetary shock.

O @ © @

N N —— ——
S 1 SRR Bi &! 2
- - i
ClRjs, = PBi&;" +e) &' x) aji x T T + O(lell?) (36)
i=1 i=1 J#L JJ] i j
N~—— ~ ~~ e e
direct effect first-order indirect effect of higher-order
of sector i sector i through network =0 effects

Equation (36) shows how monetary non-neutrality varies with € around the disconnected
economy. First, the term labeled the “direct effect of sector i” corresponds to the expression in
Equation (30) and its ensuing discussion, where the contribution of each sector to monetary non-
neutrality is its expenditure weighted adjusted duration. Beyond this direct effect, each sector i also
contributes to monetary non-neutrality through all of its downstream firms, the first-order terms of
which are labeled (1) —(4).

For economic interpretation of these terms, note that, intuitively, input-output linkages amplify
monetary non-neutrality through a sector i by propagating its price stickiness to its downstream
firms. Thus, the first important factor on how much monetary non-neutrality will increase through
i (indirectly) should depend on the adjusted duration of sector i’s own price spells, which is what (1)
captures. Given this adjusted duration, to capture the total first-order indirect effects of a sector i
on monetary non-neutrality, we then need to sum over its immediate downstream sectors, captured
by 2. j#; in Equation (36). For each downstream sector j, then we need to take into account the
exposure of that sector to sector i, captured by its expenditure share aj; in (2). Moreover, we need
to take into account sector j’s own centrality in affecting GDP, which is captured by its Domar
weight in the disconnected economy, which we have labeled (3).*! Finally, the term under (2)
captures the dynamic adjustment based on the relative adjusted duration of the upstream sector
i to downstream sector j. When the adjusted duration of price spells in the upstream sector i is
relatively small compared to that of the downstream sector j, then firms in j are not very responsive

to the price changes of supplier i anyways, so the indirect effect of sector i through sector j is

211t is easy to verify that the Domar weight of any sector j in the disconnected economy is its expenditure share
divided by 1 - aj;.
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muted. Alternatively, when sector j is more flexible relative to its supplier i, then i’s indirect effect
through j is amplified because prices in j would have been more responsive to monetary shocks
were it not for the stickiness in their marginal costs through i.

Thus, with more input-output linkages, monetary non-neutrality becomes larger through the in-
teraction of these four forces. We use these findings in our quantitative analysis below in identifying

sectors that have disproportionate effects in the propagation of monetary shocks.

3.3.2. Aggregate Effects of Sectoral Shocks. We now characterize the pass-through of sectoral
inflation to aggregate CPI inflation. The experiment is to consider a negative sectoral TFP shock to
sector i that raises the inflation rate in that sector by 1 percent on impact. Our goal is to characterize
how much aggregate CPI inflation rises in response to this sectoral shock, and how this pass-through
is affected by the network. The following proposition presents this pass-through for the impact
response of inflation. The full expression for the dynamic response of inflation is available, but

more complicated and is only included in the proof of the proposition.

Proposition 8 (Pass-through of Sectoral to Aggregate Inflation). Input-output linkages amplify the

pass-through of sectoral inflation rates to aggregate CPI inflation.

OO, ® @

e N\ le N\ e % 1 ~N e Al ~N
0my ﬁ] ¢ '
— 2
= B HE) ax T X x o+ Olel)  37)
Ti,0 J#i —4ajj fj +¢i éi +€]
N~ \ ~ J
direct pass-through first-order indirect pass-through via network higher-order

effects

Equation (37) relates the pass-through of sectoral inflation rate in sector i to aggregate inflation
conditional on a negative TFP shock to sector i. The first term on the right-hand side is the direct
pass-through of sectoral inflation to aggregate inflation: a one percent inflation in sector i directly
feeds to inflation proportional to the expenditure share of the sector, denoted by ;. The second
term, which itself consists of four components, labeled by (1)~ (4), captures the first-order indirect
pass-through of sectoral inflation to aggregate inflation through the network.

The indirect effect can be understood as follows: an inflationary shock in sector 7, up to first-
order, propagates through its buyers. Thus, we need to sum over all the other sectors that purchase
from i. When considering a buyer j # i, the impact of i’s inflationary shock on the economy
through j is proportional to j’s expenditure share on 7, (1), and j’s own Domar weight in the
baseline economy, (2). These two components jointly determine the potency of i’s shock on j
and resemble what is known from static models. The next two terms, however, capture dynamic

considerations. The term labeled @ accounts for the fact that if the duration of the shock to i, <[)l._1,
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is small compared to the adjusted duration of price spells in the downstream sector j, ¢ ]_.1, then the
shock’s pass-through via j is weakened. This occurs because stickier downstream sectors, measured
by their adjusted duration ¢ ]‘.1, are less responsive to a transient shock because they anticipate it
will dissipate relatively faster than prices in their sector will adjust. The term under (1) captures
a similar effect, but relative to the adjusted duration of price spells in the upstream sector i itself.
When the adjusted duration of price spells in the upstream sector i is relatively small compared
to that of the downstream sector j, then firms in j are not very responsive to the price changes of

supplier i since they anticipate those prices will readjust faster than their own prices.

3.4. Measurement and Quantitative Implications

In this section, we measure the sufficient statistics implied by the model for the U.S. and study the

dynamic responses of inflation and GDP using the statistics.

3.4.1. Sufficient Statistics Construction From Data. Propositions 2 to 4 show that the sufficient
statistics for inflation and GDP dynamics are the PRDL matrix, VT, and the expenditure shares
vector, . We use the make and use input-output (I0) tables from 2012, made available by the
BEA, to construct the input-output matrix A; the consumption expenditure share vector f; and
the sectoral labor shares vector @. We construct them at the detailed disaggregation level, which,
excluding the government sectors, leads to 393 sectors. Figure E2 shows the heatmap of the matrix
A that we construct from the data. Moreover, we construct the diagonal matrix ®2, whose diagonal
elements are the squared frequency of price adjustments in these sectors, using data on 341 sectors

from Pasten, Schoenle, and Weber (2020). A detailed description is provided in Appendix E.

3.4.2. Dynamic Aggregate Responses to a Monetary Policy Shock. Panel A of Figure 2 shows
impulse responses of aggregate inflation and GDP to an expansionary monetary policy shock in our
calibrated economy. The size of this shock is normalized so that inflation responds by 1 percent
on impact, after which it slowly goes back to its steady state level at zero. The persistence of this
convergence is governed by our measured T, with a half-life of around 6 months. Moreover, the
shock has substantial real effects. GDP rises by around 10 percent on impact and decays slowly
back to zero. The cumulative response of GDP is about 131 percent.

To illustrate the roles of various model ingredients that lead to such substantial real effects, we
consider the following counterfactual experiments. In these counterfactuals, the initial impact on

inflation is always at 1 percent.?? In Panel B of Figure 2, we compare our calibrated economy to a

22The monetary policy shock size is therefore different across the baseline and the counterfactual cases. Recall that
the cumulated impulse response of aggregate inflation corresponds to the monetary policy shock size in our model.
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horizontal economy, where we set A = 0 while keeping © the same as before. Thus, this economy
features no input-output linkages but has the same price change frequencies. The cumulative
impulse response of GDP is 4.1 times larger in our baseline economy. Strategic complementarity in
price setting that arises through input-output linkages, as we pointed out in the discussion below
Equation (16), is the driving force for this result. This in turn leads to a more persistent inflation
response, which amplifies GDP response both on impact and over time. These results quantify our
analytical results for inflation persistence and monetary non-neutrality in Propositions 6 and 7.
In addition to input-output linkages, another source that amplifies the real effects of monetary
policy is heterogenous price stickiness across sectors, as discussed below Equation (30) and Propo-
sition 7. To investigate the role of this channel, in Panel C of Figure 2, we compare our calibrated
baseline economy to an economy with homogenous frequencies, which keeps A the same as before
but sets ® = 1. We calibrate the frequency of price changes in this economy to be the same as
the expenditure-weighted average of the frequency of price changes across sectors in our baseline
economy—i.e., = ;0;. Note that this economy still features the same input-output linkages,
and through that, strategic complementarities in price setting. The cumulative impulse of GDP
is 2.4 times larger in our baseline economy, which shows that heterogeneity in price stickiness
across sectors does play a quantitatively important role in magnifying monetary non-neutrality. The
quantitative importance of this channel, however, is not as high as that of input-output linkages.
Finally, shutting down both channels, in Panel D of Figure 2, we compare our calibrated baseline
economy to a horizontal economy with homogenous price stickiness across sectors (A=0,0 = o).
The cumulative impulse response of GDP is 6.9 times larger in our baseline economy.? This total

effect is approximately equal to the sum of the two separate counterfactual effects we showed above.

3.4.3. Heterogeneous Sectoral Inflation Responses to a Monetary Policy Shock. Underlying the
aggregate inflation response to the monetary shock discussed above is a distribution of sectoral
inflation responses. In Figure 3, we show impulse responses of some selected sectors’ inflation to
an expansionary monetary policy shock. Sectoral inflation responses differ significantly both in
terms of the impact response and the persistence, and moreover, sectors where inflation responds
by a larger amount initially have more short-lived responses. In particular, Figure 3 shows that

sectoral inflation in the Oil and Gas Extraction industry is high in the initial periods but dissipates

Keeping the initial impact on aggregate inflation the same across various model specifications brings out the crucial
role played by the persistence of inflation.

Z3Note that even in this textbook type multisector New Keynesian model, inflation effects are persistent because our
modeling of monetary policy preserves an endogenous state variable. This is a standard approach in the literature on
sufficient statistics of monetary policy shocks, but is a different approach than assuming a Taylor rule where the interest
rate feedback coefficient is on inflation. We show results from this case later.
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fast, while sectoral inflation in the Semiconductor Manufacturing Machinery industry responds by
a small amount initially but is persistently positive over time. For completeness, Table E1 provides a
ranking of the top twenty sectors by their initial sectoral inflation response while Table E2 provides
aranking of the top twenty sectors by the half-life of their sectoral inflation response.

For interpretation, we turn to Proposition 5 and its discussion, where we showed that inflation
in sectors with more flexible prices and less input-output linkages respond more strongly initially.

Specifically, Equation (33) showed that the relevant statistic for impact sectoral inflation response
Siaij &

1-ai; §i+¢j°
the actual ranks of sectors and the ranks predicted from this statistic. The approximated statistic

(evaluated at £ = 0) is ¢; — €} j»; Panel A of Figure 4 shows the correlation between
accounts extremely well for the exact numerical results. Moreover, as mentioned above, sectors
where inflation responds more initially tend to have short-lived responses. Panel B of Figure 4 shows
the correlation between actual ranks of sectors given by half-life of sectoral inflation response and

the ranks predicted from this statistic for impact response. The correlation is strongly negative.

3.4.4. Sectoral Origins of Aggregate Inflation and GDP Dynamics. Motivated by supply chain
issues, commodity price increases, and persistent aggregate inflation in the U.S. recently, we now
study aggregate implications of sectoral shocks. Specifically, we compute sectoral shocks that
lead to a 1 percent increase in sectoral inflation and then study the pass-through of such sectoral
inflation increases on aggregate inflation. The average duration of the sectoral shocks is 6 months.**

We start by identifying sectors that lead to a high on-impact response of aggregate inflation
in Table 1. We provide a ranking of the top twenty sectors by their initial effect on aggregate
inflation, where we remove the effect coming from the size of the sector. This metric, therefore,
provides an evaluation of the spillover of sectoral inflation to aggregate inflation due to input-
output linkages for in the absence of such linkages, this pass-through metric would be zero for all
sectors.?®> As one example, the Oil and Gas Extraction industry ranks very high in Table 1. As we
showed analytically in Proposition 8, sectors that serve as input to other sectors and have more
input-output adjusted sticky prices cause greater spillover to aggregate inflation. Specifically, in

Equation (37) we showed that the relevant statistic for this impact pass-through on aggregate
ai ¢ &
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ranks of sectors and the ranks predicted from this statistic. The approximated statistic accounts

inflationis }_;4; B1 Panel A of Figure 5 shows the correlation between the actual

well for the exact numerical results, thereby providing an economic interpretation to the rankings.

24We interpret these sectoral shocks as negative supply shocks. Note that while the average duration of the sectoral
shock is the same across all sectors, the size of the sectoral shock is different in this exercise as we calibrate the size
such that sectoral inflation increases by 1 percent across all sectors.

Z5We are thus capturing what are sometimes called second-round effects of sectoral inflation increases.
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We next identify sectors that lead to persistent aggregate inflation dynamics when sectoral
inflation increases by 1 percent. Table 2 provides a ranking of the top twenty sectors by the half-life
of the aggregate inflation response. One clear pattern emerges: Sectors with more sticky prices lead
to persistent aggregate inflation dynamics when sectoral shocks cause a rise in sectoral inflation.
Semiconductor Manufacturing Machinery industry is one sector that ranks high in Table 2. These
results highlight that identifying which sectors are the main sources of persistent aggregate inflation
dynamics is critical because those persistent effects translate to larger aggregate GDP gap effects.
We discussed this link and the theoretical reasons behind it in the discussion below Equation (26).
To make this clear quantitatively, in Panel B of Figure 5, we show that the cumulative impulse
response of aggregate GDP gap is very tightly correlated with the half-life of aggregate inflation.?®
This implies that it is precisely the shocks to sectors that are the sources of persistent aggregate

in