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ABSTRACT
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university patents are more readable. Combining the multiple measures using principal 
component analysis, we find that the gap in disclosure is 0.4 SD, with a wider gap between top 
applicants. Our results do not change after accounting for the heterogeneity of inventions by 
controlling for cited-patent fixed effects. We also explore whether one pathway by which 
corporate patents become less readable is use of multiple examples to mask the “best mode” of 
inventions. By confirming that computational linguistic measures are useful indicators of 
readability of patents, we suggest that the disclosure function of patents can be explored 
empirically in a way that has not previously been feasible.
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1 Introduction

The patent system serves two purposes: “encouraging new inventions” and “adding

knowledge to the public domain.”1 The former incentivizes creation, development, and

commercialization by protecting inventors’ exclusive ownership for a limited period

of time. The latter encourages disclosure of new technologies by requiring “full, clear,

concise, and exact terms” in describing inventions.2 Sufficient disclosure in patents has

three major benefits: (1) fostering later inventions (Jaffe and Trajtenberg, 2002; Scotch-

mer and Green, 1990; Denicolò and Franzoni, 2003); (2) reducing waste resources wasted

on duplicate inventions; and (3) inducing more informed investment in innovation (Roin,

2005).

Despite a large body of literature on the patent incentivizing function (Cornelli and

Schankerman, 1999; Kitch, 1977; Tauman and Weng, 2012; Cohen et al., 2002), patent

disclosure has not been studied systematically. This raises concern; as Roin (2005), De-

vlin (2009), Sampat (2018), Arinas (2012) and Ouellette (2011) document, the technical

information contained in patent documents is often inadequate and unclear. To date, lit-

tle empirical research has been conducted on patent disclosure. Important questions,

such as how to measure disclosure, potential incentives behind disclosure, heteroge-

neous levels of disclosure by entities, and the tactic of avoiding the disclosure require-

ment, have not been directly investigated. A major barrier to such empirical research has

been the lack of broadly applicable, reproducible quantitative measures of the extent of

disclosure. We propose that extant metrics developed in computational linguistics can

fill this gap.

In using computational linguistic metrics to compare the readability of documents,

we follow researchers in the finance and accounting literature, who have used readabil-

ity metrics to gauge whether readers are able to extract information efficiently from fi-

nancial reports (Li, 2008; Miller, 2010; You and Zhang, 2009; Lawrence, 2013). This

1See Eldred v. Ashcroft, 537 U.S. 186, 226-27 (2003) and Pfaff v. Wells Elecs., Inc., 525 U.S. 55, 63
(1998).

2See 35 U.S.C. §112 (2000).
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literature posits that more complex texts increase the information processing cost for

investors (Grossman and Stiglitz, 1980; Bloomfield, 2002) and finds, for example, that

companies are likely to hide negative performance in complicated text to obfuscate that

information (You and Zhang, 2009).

Although patent applications differ from corporate annual reports, the research

question regarding strategic obfuscation is similar: Documents are created subject to

regulation, in which the purpose of the regulation is to compel disclosure, but the party

completing the document may have incentives to obscure information. We propose that

the linguistic measures we use are likely to serve as an informative proxy for the explic-

itly or implicitly chosen level of disclosure. The goal of this paper is simply to demon-

strate that these measures do appear to capture meaningful differences in disclosure,

thereby opening up the possibility of research into the causes and effects of variations in

disclosure.

Our strategy for demonstrating the relevance of the linguistic readability metrics is

to identify a situation where we have a strong a priori expectation of a systematic dif-

ference in disclosure across two groups of patents. If the proposed metrics show the ex-

pected difference, we propose to treat them as potentially useful. We use university and

corporate patents to exploit the expectation that universities disclose more information

in patent documents (Trajtenberg et al., 1997; Henderson et al., 1998). Universities and

corporations follow different business models for patenting: technology transfer versus

in-house commercialization. Patents applied for by universities, with a focus on gener-

ating income from the licensing of inventions, should have a higher level of disclosure

because transparent information makes it easier to signal the technology contained in the

patent and attract potential investors. As a result, they are more readable than corporate

patents. The readability difference could be further magnified by the moral requirements

of university research as well as the rigor of academic writing.

Corporations, on the other hand, focus on in-house production, and are therefore

have a greater incentive to obfuscate crucial technical information to deter competitors

from understanding, using, and building on their inventions. The profit-maximization
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motive, as well as a lack of incentive to document the invention thoroughly could also

contribute to the low level of disclosure. Together, it is reasonable to assume that uni-

versities may strategically (or unconsciously) choose a higher disclosure level in patent

applications than corporations. We emphasize that we do not see this analysis as testing

the hypothesis that universities engage in more disclosure than firms. Rather, we take

this as a maintained hypothesis and show—conditional on that maintained hypothesis—

that the linguistic measures meaningfully capture differences in disclosure across patents.

Similar to finance literature, we use a computational linguistic program designed to

assess reading difficulty of texts using 64 measures from second language acquisition re-

search. The indicators cover lexical, syntactic, and discourse aspects of language along

with traditional readability formulae. We apply them to a full set of U.S. patent appli-

cation texts in three cutting-edge industries from the past 20 years. Our baseline OLS

estimations reveal significant differences between university and corporate patents.

Using principal component analysis (PCA) to combine the 64 indicators and cre-

ate synthetic readability measures, we show that composite indices detect strong differ-

ences between university and corporate patents, which lends support to the validity of

our measures.

The key empirical challenge is that the nature of corporate and university inven-

tions might differ, and thus the textual communication required for corporate inventions

could differ. To address this concern, our identification strategy employs cited-patent

fixed effects; this assumes that university and corporate patents that cite the same previ-

ous patents build on the same prior knowledge, and are therefore likely to be technologi-

cally similar inventions.

Statistical analysis of cited-patent fixed effects requires that any given patent can

be in more than one fixed-effect group. We use high-degree fixed effects estimations

to overcome this challenge and employ a data compression technique, least absolute

shrinkage and selection operator (LASSO), to handle the large number of fixed-effect

groups.
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Our results show that corporate patents are 0.4 SD more difficult to read and re-

quire 1.2 years more education to comprehend than university patents. We find that the

difference is more prominent in more experienced patent applicants, which we believe

supports the idea that the differences in readability are at least somewhat intentional. We

also show that a potential channel for obfuscation is to provide many examples in order

to conceal the “best mode” of inventions.

Our main contributions are the following. First, we construct a set of measures as a

proxy for otherwise unobserved disclosure levels in patent documents, and apply this ap-

proach to university and corporate patents. Our results confirm that our proxies capture

legitimate differences between university and corporate patent documents, and prove our

hypothesis that university patents have a higher disclosure level.

Second, this paper is the first study to apply textual analysis of patent applications

on a large scale. We obtain the whole set of full text patent applications in categories

related to nanotechnology, batteries, and electricity from 2000 to 2019, totalling 40,949,

and apply our linguistic analysis model to the technical descriptions of these patents.

Third, we expand readability studies in related literature which relied heavily on

traditional readability indices, such as Gunning Fog, Kincaid, and Flesch Reading Ease,

to include lexical richness, syntactic complexity, and discourse features. We use the best

noncommercial readability software (Vajjala and Meurers, 2014b) to capture the mul-

tidimensional linguistic features of 64 indicators, and perform a much more in-depth

linguistic analysis (Loughran and McDonald, 2016) than previous studies. Employing

Romano and Wolf’s (2005) stepdown multiple hypothesis testing, we show that corpo-

rate patents vary significantly on readability in 38 of the indicators.

Fourth, to handle the complicated data structure, our statistical analysis employs

big data techniques such as PCA and LASSO. We show that our results are robust across

different specifications.

Fifth, this is the first study that documents empirically different levels of patent

disclosure across business entities, and extends the “incomplete revelation hypothesis”
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(Bloomfield, 2002; Schrand and Walther, 2000) from financial reports to patent applica-

tions.

The rest of the paper proceeds as follows. Section 3 explains the linguistic mea-

sures used in the study. In Section 2, we review the relevant literature and lay out our

hypothesis of differences in disclosure between university and corporate patent applica-

tions. Section 4 presents our data and baseline estimation, followed by our main results

in Section 5. Synthetic measures are proposed in Section 6. We examine the cited-patent

fixed effects in Section 7 and one channel that corporations could use to obscure patent

application in Section 8. We show heterogeneous effects in Section 9 and conclude in

Section 10.

2 Literature review

2.1 Textual analysis

Textual analysis is introduced to the economic literature only in the last few years. A

few studies employ computational linguistic analysis. For example, Gentzkow et al.

(2019) propose a practical overview of textual analysis and statistical analysis using

text as data. Hansen et al. (2018) examine the effects of transparency in central bank

on monetary policies using a statistical model for content analysis. A limited number

of studies employ textual analysis to examine gender discrimination in the publica-

tion and job market process. For instance, Hengel (2017) examines articles in the peer-

review process using traditional linguistic measures such as the Flesch Reading Ease,

Flesch-Kincaid, and Gunning Fog indices and finds that female-authored papers are

1%–6% better written, but tougher editorial standards and/or biased referee assignment

are consistently used for female researchers. Card et al. (2020) use Gunning Fog and

the Coleman-Liau index to examine whether the complexity of the abstract is gender-

dependent. They find that female-authored papers receive about 25% more citations,

but there is a 7 percentage points lower probability of a revise and resubmit verdict for

female-authored papers. Wu (2018) uses text scraped from Economics Job Market Ru-
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mors Forum and apply a LASSO-logistic model to extract the words with the strongest

predictive power for each gender. Wu finds that comments about female academics are

mainly concern physical appearances and posts about male academics are more relevant

to their academic abilities.

Computational linguistics has not been used much in research on patents with a

few exceptions. For example, Younge and Kuhn (2016) and Arts et al. (2018) use tex-

tual analysis to examine patent similarity.3 De Clercq et al. (2019) use natural language

processing tools on electric vehicle patent information extraction and dynamic visual-

ization. To examine which type of invention (“new idea-based” or “old idea-based”) is

more likely to stimulate follow-up innovation, Packalen and Bhattacharya (2015) in-

vestigate words and word sequences related to a certain technical term as the concept,

and count the number of patents that use these concepts. They find that inventions based

on new ideas are more likely to stimulate follow-up inventions than those based on old

ideas. Kelly et al. (2018) employ similar methods to measure the novelty of patented

inventions by searching for new words. However, these studies focus only on the tech-

nologies that patents contain, and linguistic methods are used to extract technical terms

rather than measure the disclosure level.

The use of readability measures in accounting and finance provides us with a prece-

dent for our own use of readability measures with patent documents. Loughran and Mc-

Donald (2016) show that the readability of financial documents determines whether

readers can reasonably extract the information. Other studies show that the readability

of financial reports (usually annual or 10-K reports) may affect investors’ behavior, or

be affected by the firm’s performance (Li, 2008; Miller, 2010; You and Zhang, 2009;

Lawrence, 2013). We therefore base our study on previous finance literature, but expand

it to patent documents and apply a series of computational linguistic measures as proxies

for disclosure.
3See Teodorescu (2017) for a comprehensive survey on natural language processing method used in
strategic research.
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2.2 Patent disclosure

It is a legal requirement that an adequate description of the invention be stated in the

patent application. According to 35 U.S. Code §112, the patent specification “shall con-

tain a written description of the invention, and of the manner and process of making and

using it, in such full, clear, concise, and exact terms as to enable any person skilled in

the art to which it pertains, or with which it is most nearly connected, to make and use

the same, and shall set forth the best mode contemplated by the inventor or joint in-

ventors of carrying out the invention.” In addition to the US, the European Patent Con-

vention and the World Trade Organization also have similar requirements.4 That is, the

technical description must meet the requirements for (1) written description, (2) enable-

ment, and (3) best mode.

Despite the legal obligations, several studies document a lack of transparency in

patent documents; however most of these claims are based on anecdotal evidence. For

example, Devlin (2009) uses several references to support his argument without direct

evidence. Roin (2005) does not have empirical results to support his claims, which is

based on a speech by the CEO of a consulting firm specializing in intellectual property

licensing. Cohen et al. (2002) provide evidence on the disclosure function of patents

based on surveys, in which inventors are asked whether they prefer patents or other

sources to obtain technical information in the U.S. and Japan, and the results show that

patents play a greater role in knowledge diffusion in Japan. Walsh and Nagaoka (2009)

also survey patentees in the two countries and find that patent literature is more impor-

tant as an information source for Japanese firms than American firms. Ouellette (2011)

studies how patents can be used as a source of technical information in the nanotech-

nology industry, and finds that 70% of respondents are looking for useful technical in-

formation. This indicates that the patent system is an important channel for obtaining

information by researchers.

These studies are mostly based on small-scale surveys in a specific field. In con-

4See Article 29 of the Agreement on Trade-Related Aspects of Intellectual Property Rights, and Article 83
of the European Patent Convention.
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trast, the initial drafting process for patents from inventors’ perspective has not been

examined. Our paper aims to close this gap by directly examining large-scale multi-

discipline patent texts.

2.3 University and corporate patents

We choose to compare patents filed by universities and corporations because they have

different business models for patenting. Universities’ main purposes are teaching and

research, and the dominant business model for university technology transfer is licens-

ing patents (Valdivia, 2013). In order to attract potential investors, universities would

describe their inventions more clearly, in relative terms, because this can signal the tech-

nical information contained in patents and facilitate technology transfers.

In contrast, corporations typically seek to self-commercialize their R&D results

and maximize profits. They are likely to regard patent disclosure as “a limitation on the

monopoly power” of their inventions (Landes and Posner, 2009). Baker and Mezzetti

(2005) show that in reality, corporations may only disclose technical information for de-

fensive purposes; for example, by disclosing some key information to the public (i.e.,

enlarge the prior art) to make it more difficult for competitors to apply for patents in a

related area. Therefore, we propose that corporations are more reluctant to clearly dis-

close technical information compared with universities,

Several additional aspects of the institutional environment reinforce the underlying

difference between universities and corporations in disclosure incentives. First, the 1980

Bayh-Dole Act created the legal framework in the U.S. for universities to own patents

on publicly funded research (which includes almost all of their patents). It explicitly

renders the realization of the economic and social benefits of the invention a goal of the

law and enables universities to foster the diffusion of their patents (Henderson et al.,

1998).

Second, universities’ fundamental purpose is to promote knowledge flows. In 2007,

a group of universities, including Caltech, Stanford, MIT, and Harvard, signed a state-
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ment in which they promised to be mindful of public interest and declared that “exclu-

sive licenses should be structured in a manner that encourages technology development

and use.”5

Finally, the process of patent drafting frequently differs for university patents. In

many cases, the patent is drafted on the basis of a scientific paper, which is written to

communicate the results, and may have been subject to review and editing designed to

increase its readability. Corporate patents are typically drafted based on a disclosure

written by the inventors. The availability of a previously written scholarly paper may

provide a base for patent drafting that intrinsically leads to greater readability.

3 Linguistic measures

We use the readability assessment program developed by Vajjala and Meurers (2014b),

which is shown to be the best non-commercial readability assessment approach for En-

glish (Vajjala and Meurers, 2014b) and is demonstrated to be useful in other experimen-

tal settings (Vajjala and Meurers, 2012, 2013, 2014a). We use 64 measures from this

program, which were previously used in text readability research. In addition to tradi-

tionally used measures, such as Gunning Fog and Flesh-Kincaid grade level, the rest of

the measures from this program are divided into three categories: lexical features, syn-

tactic features, and discourse features (see Figure 1, the hierarchy of linguistic analysis).

This classification is a customized combination of those of Loughran and McDonald

(2016) and Collins-Thompson (2014) that is relevant to patent documents.6 The caveat

is that lexical, syntactic, and discourse measures have not been tested on patent docu-

ments, and thus we report the differences for those, but only interpret traditional mea-

sures in the direction of readability.

Table I presents the definitions, interpretation, implications and sources of rep-

5See https://otl.stanford.edu/documents/whitepaper-10.pdf.
6Loughran and McDonald (2016) propose the following hierarchy of analysis: lexical, collocation, syntac-
tic, semantic, pragmatic, and discourse. Since semantics, pragmatics are both in general open problems
in the computational modeling of language, we don’t have software that can extract such features yet.
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resentative variables in each category. These variables are chosen according to their

high frequency of use in the literature, and because they are easily understood by non-

linguists. For example, traditional measures, such as Gunning Fog and Flesch Read-

ing ease scores, are the most widely used readability measures. Fog, or Gunning Fog,

combines average sentence length in words and the ratio of words with more than three

syllables to all words. It describes how many years of formal education are needed to

understand the text on first reading. Kincaid, or Flesch-Kincaid, combines the average

word length in syllables and average sentence length. The result is a number that cor-

responds with a U.S. grade level. Flesch, or the Flesch Reading Ease score, combines

average word length and average sentence length, ranging from 0 to 100. Unlike Fog

and Kincaid, a low score is associated with a “hard to read” text.

The lexical features describe word complexity and diversity and examine the build-

ing blocks of readability. We use the average age of acquisition of words (AoA) from the

language acquisition literature, and the word type-token ratio (TTR), which is the ratio

of unique words to total words, to represent the lexical feature.

The syntactic features focus on the structure of sentences, such as the average length

of various syntactic units, number of phrases of various categories, and the average

length of phrases. We use dependent clauses to total clause ratio and mean length of

T-unit (MLT),7 as the representative measures for this category.

The discourse features examine textual cohesion. It refers to the process of linking

the different parts of the text together to achieve overall coherence. One way to achieve

this is by the use of appropriate connective words between sentences. We use referring

expressions (Todirascu et al., 2013) and word overlap features implemented based on the

Coh-Metrix tool (McNamara et al., 2002) for our analysis. In this category, the repre-

sentative indicators are ratio of proper nouns to nouns and global content word overlap

between all pairs of sentences as the representative measures.

7A T-Unit is the “shortest grammatically allowable sentences into which (writing can be split) or mini-
mally terminable unit” (Hunt, 1965). It is linguistically defined as “one main clause plus any subordinate
clause or nonclausal structure that is attached to or embedded in it” (Lu, 2010).
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Table II presents the means, standard deviations, and t-statistics for universities

and corporations. Fog shows that it takes 22.1 years of education to understand univer-

sity patents, whereas for corporate patents, it takes 23.6. It also suggests that corporate

patents have higher values for AoA, dependent clauses ratio, content word overlaps, and

MLT, and lower values for proper noun ratio and TTR.

4 Empirical strategy

4.1 Data

Using the Lens database,8 we obtain the full text of U.S. patent applications in three

classes—Nanotechnology (977); Batteries: Thermoelectric and Photoelectric (136); and

Electricity: Battery or Capacitor Charging or Discharging (320)—from January 1, 2000

to July 8, 2019. We choose these three research areas because both universities and cor-

porations invest heavily in these fields; therefore, we can gather enough patent samples

from these patent classes. We strip technical description text files, excluding headers

and claims, from the full-text files, and obtain 40,949 patent applications. We also ac-

quire patent metadata, such as application date, priority numbers, applicants, inventors,

forward-citation counts, simple and extended family sizes, sequence count, NPL citation

count, NPL resolved citation count, etc.

To identify universities and corporations, we manually researched the top 100 ap-

plicants to determine which were universities. On this basis, we identified text strings

such as “univ,” “inst,” and “college,” and then classified all applicants whose name con-

tains these strings as universities. Similarly, corporations are identified as applicants

containing strings such as “INC,” “LTD,” “CORP,” “LLC,” and “CO.”

Our sample consists of 3,414 patent applications from universities, and 21,234

from corporations, 1,644 jointly filed by universities and corporations, and 14,657 filed

by other entities, such as individuals and government organizations (see Table 10 in the

8The Lens is a public benefit project of the global non-profit Cambia. See https://www.lens.org/ and
Jefferson et al. (2018) for more information.
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Appendix for detailed summary statistics).

We then apply Vajjala and Meurers’ (2014c) computational linguistic model to the

40,949 full-text patent applications using a high performance computing platform,9 and

apply the 64 linguistic measures to each application.

Table II presents summary statistics for the metadata and linguistic measures of

patent applications filed by universities and corporations. All nine representative indi-

cators are significantly different for universities and corporations.10 It also shows that

all characteristics, such as citation counts and family size, are significantly different. We

control for these observed differences between universities and corporations.

4.2 Baseline estimation

We estimate the following OLS regression:

Yi j = α +β1Corpi j +β2Jointi j +β3Otheri j +λXi jλXi jλXi j +δ j + εi j, (1)

where Yi j is one of the 64 linguistic indicators of application i in subclassification j;

Corpi j = 1 if the patent application is filed by a firm using Uni as the base; Xi jXi jXi j is a vec-

tor of forward-citation counts, simple and extended family sizes, sequence count, NPL

citation count, and NPL resolved citation count; δ j is U.S. patent subclassification fixed

effects; and εi j is the error term clustered at the U.S. patent classification level.

The baseline estimation controls for forward citation counts, which is a strong indi-

cator of patent quality. We also control for the 574 subclassification fixed effects, which

in effect account for the area-specific competition.

The hypothesis is that β1 is significant and positively correlated with ”hard to read”

9We use a high performance computing platform at Queensland University of Technology that employs a
heterogeneous cluster consisting of several different architectures of CPUs, GPUs, and node configura-
tions. It uses PBSPro to schedule jobs on the cluster and SLES 12 for its operating system. The linguistic
software is run parallel by the cluster.

10The summary statistics of 64 variables in the full sample include joint patents and other patents; see
Table 10 in the Appendix.
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indices compared with university patents.

5 Results

Table III presents estimates for corporate patents on representative individual linguistic

measures, applying multiple hypothesis testing (Romano and Wolf, 2005) with step-

down adjusted p-values enabling strong control of the familywise error rate. We show

first the difference between the university and firm patents without controlling for patent

attributes such as citations received, family size and non-patent literature citations made

(see Panel A). It is not clear whether ideally one would compare the two groups with

or without these controls. For example, it is possible that greater disclosure in fact fa-

cilitates subsequent citation, so controlling for citations received might inappropriately

capture some of the underlying variation in disclosure. However, to be conservative in

trying to ensure that we have controlled for patent differences other than readability, in

our preferred specification we include these control variables (see Panel B). We show

both the estimates using raw linguistic scores for magnitude interpretations and stan-

dardized linguistic scores for easy comparison across different measures.

The Fog and Kincaid measures both correspond with the years of education re-

quired to understand the text, their estimates are 1.5 and 1.7 without controls, and 1.4

and 1.6 with controls, respectively, which means that corporate patents require 1.4 to 1.6

more years of education to comprehend than university patents. Since the Flesch score

is reversely correlated with “hard to read,” the point estimates of -4.6 (without controls)

and -4.3 (with controls) indicate harder to read texts for corporate patents.

On average, corporate patents have words with higher age of acquisition, more de-

pendent clauses, longer t-units, fewer proper nouns, and more content word overlap. The

standardized magnitudes for most linguistic measures are approximately 0.2 to 0.3 SD

(except for AoA proper noun ratio).

We also present the full estimates in Table A.2 in Appendix. Figure 2 shows the 64

estimates by significance, and 38 linguistic indicators are significant. This means that
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the linguistic measures effectively capture the differences in patent applications between

universities and corporations.

6 Synthetic indicators

To consolidate our results, we use PCA to combine the 64 linguistic measures. PCA is

a nonparametric statistical technique primarily used to reduce dimensions. The mecha-

nism is described as follows:

arg
w

max {||Y w||||Y w||||Y w||2} s.t. www2 = 1,

where Y is a vector of the outcome variables and w is the weight assigned to Y . The

PCA explores the highest variability in variables, and rotates the coordinates so that data

points become orthogonal.

Figure 3 presents a scree plot of eigenvalues after PCA, and the largest distances

between the first four components show that they are the most relevant (Onatski, 2010).

We thus use those synthetic indicators as the dependent variables and re-estimate Equa-

tion 1.11

Table IV shows the estimates of corporate patents using components 1 to 4. For

easy interpretation, all components are standardized. Component 1 shows that corporate

patents are 0.43 SD different from their university counterparts. Components 2 to 4 in-

dicate significant differences between corporate and university patents. For the rest of

the paper, we will use component 1, which captures the most explanatory power of the

linguistic indicators, as the PCA index.

Based on these results, it is clear that PCA captures a significant difference in the

implicit structure of linguistic measures. This lends support to the underlying disclosure

gap in patents from universities and corporations.

11We present components of the linguistic variables in Table 10 in the Appendix.
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7 Cited-patent fixed effects

Are the differences we find are in fact driven by the different natures of corporate and

university inventions? To address this concern, we propose that patent applications that

cite the same previous patent would be somewhat similar inventions. If one is filed by

a university and the other by a corporation, the difference more likely arises from the

entity than the invention. Therefore, we ask whether the estimated differences between

university and corporate patents change materially after controlling for the intrinsic na-

ture of inventions.

The empirical challenges are that there are (1) multiple group identifiers for the ci-

tation fixed effects, which we address by using a high degree of fixed effects with each

dummy variable to represent every previous patent cited; (2) a large number of dummy

variables, which we address by using LASSO to perform variable selection and shrink-

age (Tibshirani, 2011) to reduce the dimensionality of the right-hand-side variables.

LASSO performs the following estimation:

min
N

∑
i=1

(yi−∑xi jβ j)
2 +λ

p

∑
j=1
|β j|.

We limit the sample to patents that cite “highly cited patents” (≥ 10 citations),

and there are 20,571 patent applications with 6,163 fixed-effect groups.12 We perform

LASSO linear “post-double-selection” inference model (Belloni et al., 2014):

Yi jk = α +β1Corpi jk +β2Bothi jk +β3Otheri jk +λXi jkλXi jkλXi jk +δ j +
6163

∑
k=1

γk + εi jk,

where ∑
6163
k=1 γk is cited patent k fixed effects, and Corpi jk, Jointi jk, Otheri jk, Xi jk and δ j

are always included; LASSO chooses whether to include or exclude terms in ∑
6163
k=1 γk.

12We also conduct a sensitivity analysis of different thresholds for “highly cited patents”: more than 100
cites with 945 patents and 9 fixed effect groups, and 50 cites with 5,082 patents and 168 fixed effect
groups. Those sensitivity tests are also done using high-degree fixed effects estimation without LASSO.
The results are highly consistent.
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Table V presents cited-patent fixed effect estimations. Synthetic, traditional, lex-

ical, syntactic, and discourse features are all highly significant for corporate patents.

Compared with the previous estimations, the PCA (component 1) shows a very simi-

lar magnitude (0.44 compared with 0.43), and the traditional measures have slightly re-

duced magnitudes relative to the baseline estimation: The Fog measure decreased from

1.4 to 1.1; the Kincaid from 1.6 to 1.3; and the Flesch from -4.3 to -3.1. This suggests

a small proportion of the estimated difference is absorbed by the nature of inventions,

but the estimates do not change materially: Corporate patent applications are still signif-

icantly different from university patents in readability, and require 1.1 to 1.6 more years

of education to comprehend.

8 A Possible Channel

In this section, we explore a potential strategy that corporations may use that could par-

tially explain the differences in readability and disclosure. As a matter of patent law, the

so-called “best mode” rule specifies that if there are multiple different ways of imple-

menting the patented technology, and one of these “modes”is known to be better than

the others, this “best mode” must be disclosed. There is, however, no requirement that

it be identified as such. This means that one way of minimizing disclosure is to bury the

revelation of the best mode within a list of other (less effective or satisfactory) imple-

mentations of the invention. This means that long lists of examples may be evidence of

obfuscation.

We extract Num_examples, the occurrences of “for examples” and “e.g.,” in the

patent document. The average number of examples in university patents is 24 and in

corporate patents is 26; the difference is significant with t-stats =−2.36.

We add the Num_examples to Equation 1 as an independent variable. Table VI

shows that the number of examples is positively correlated with the synthetic variable,

sentence length, and content word overlap, and negatively correlated with Flesch and

TTR. In general, Num_examples mostly correspond to hard to read. This lends support
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to our hypothesis that corporations and universities have different levels of disclosure, as

evidenced by the number of examples, and is reflected in our linguistic measures.

9 Heterogeneous effects

Lastly, we test whether the gap between university and corporate patents is more promi-

nent in more experienced applicants. We select the top 100 applicants in our sample.

The number of patent applications filed by those applicants ranges from 51 to 835. Of

the 40,949 applications, 11,844 are filed by the top applicants (10.1% are university

patents), and the rest are in “other” category (7.4% are university patents).

We estimate Equation 1 separately for the top 100 applicants and the rest. Results

are presented in Table VII. We find that across all measures (with the exception of AoA),

the top 100 applicants have a significantly higher gap between universities and corpo-

rations. The PCA variable shows that corporate patents are 0.68 SD harder to read than

university patents among top applicants, compared with 0.26 SD in other applicants.

This means that top applicants have a 2.6 times higher difference relative to others. The

Fog and Kincaid measures indicate that corporate patents require 2.2 to 2.4 more years

of education to read than university patents for top applicants (compared with 0.9 and

1.1 for other applicants), which means that the readability gap is 2.4 times wider be-

tween top applicants than other applicants.

According to the Fog measures, we find that this widened gap arises from both the

increased readability of top university applications (21.6 for top universities versus 22.3

for other universities), and the decreased readability for top corporate applications (24.0

top corporations versus 23.3 other corporations). In general, we would expect that firms

or universities get better at achieving their own objectives (whatever those objectives

may be) the more patents they have filed. Thus we interpret the modestly wider gap be-

tween universities and firms among the most experienced applicants to reinforce the

interpretation that the measured differences are indicative of the different strategic ob-

jectives of universities and firms.
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10 Conclusion

This paper proposes a novel approach that uses computational linguistic measures to

study patent disclosure by examining large-scale patent text data, and combines high-

degree statistical techniques. Based on the maintained hypothesis that universities and

corporations have different business models for patenting inventions (Trajtenberg et al.,

1997), and universities have incentives to disclose more in their patent documents (Hen-

derson et al., 1998), we find evidence that our proposed measures capture significant

differences in the applications’ wording, sentence structure, and referential coherence.

Compared with university patents, corporate patents require 1.1 to 1.6 more years of

education to read using the Fog and Kincaid measures, and are 0.4 SD harder to com-

prehend using a composite index. We show that such a gap is 2.2 to 2.6 times larger be-

tween the top 100 applicants, which further supports our hypothesis that this difference

may stem from a strategic motive whereby corporations intentionally obscure their in-

ventions to deter competitors from adopting the innovation. We also find evidence that

our measures are negatively correlated with the number of examples, which could sug-

gest that corporations use many examples to hide the “best mode” of the invention in

patent applications. In general, the robust results from statistical models and tests sug-

gest that our proposed measures are effective and stable in capturing linguistic differ-

ences in patent documents, and shed light by quantifying the level of disclosure in patent

applications.

University and corporate patents differ in many ways other than readability. One

has to be concerned that these differences might somehow lead to systematic differ-

ences in the scores on these particular metrics, without actually being reflected in true

readability. We have employed several strategies to minimize this issue, including both

very fine subclass-level technological area controls, and cited-patent fixed effects. How-

ever, it is possible that future research could address this issue using better identifica-

tion strategies, such as disclosure law changes or instrumental variables. It would also

be useful to identify other situations where a strong prior expectation about differences

in readability could be used to test the validity of the measures. In addition, we plan in
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future work to compare the linguistic metrics to subjective evaluations of the extent of

disclosure given by subject domain experts based on their reading the patents.

The linguistic indicators used in the paper (which are widely used in the litera-

ture) are not specifically designed for patent texts. Many of the measures were devel-

oped in the context of second language acquisition, and some readability results may

not necessarily reflect the same direction of readability in patent data. For example, “so-

lar” might require a higher age of acquisition in standard contexts, but it is a standard

word in the photoelectric patent category. Since we do not have a field-specific dictio-

nary available, this is the best proxy available for patent readability. We believe that we

have demonstrated that these measures pass a threshold of providing a useful set of met-

rics for patent readability, but it is likely that they could be refined to capture readability

more precisely in the patent context.

We view this analysis as proof of concept for the use of computational metrics of

readability as proxies for disclosure in patents. While further development and valida-

tion of the metrics is certainly warranted, the real payoff will come in the use of these

metrics to begin to establish empirically what competitive, legal, cultural and institu-

tional factors affect the level of readability in patents, and how differences in readability

play out in the market place and in technology evolution.
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Figure 1. Hierarchy of linguistic analysis

Syntactic feature
Sentence structure & complexity

e.g., Dependent cause ratio, 
Average length of sentence (MLT)

Discourse feature
Referential cohesion

e.g., Proper nouns per noun,
Content word overlap

Lexical feature
Word familiarity & frequency

e.g. Average age of acquisition (AoA), Word type-token ratio (TTR)

Note: This hierarchy of linguistic analysis is derived by “Key aspects of text readability” from
Collins-Thompson (2014) and Loughran and McDonald (2016). We selected the relevant and feasible
levels of analysis in a patent context.
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Figure 2. Baseline estimates of corporate patents plotted with significance using multi-
ple hypothesis testing
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Note: Y-axis indicates the estimates from Table A.2 using Equation 1. Each bar represents one linguistic
measure. Significance is defined as p < 0.1. Multiple hypothesis testing uses Romano and Wolf (2005)
stepdown adjusted p-values with 250 bootstrap replications. The sample is 40,949 patent applications in
three patent categories related to nanotechnology, batteries, and electricity in the U.S. from 2000 to 2019,
as described in Section 4.1.
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Figure 3. Scree plot of eigenvalues after PCA
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Note: The figure presents the scree plot of the eigenvalues of correlation metrics after PCA that combines
64 linguistic indicators into synthetic variables, as described in Section 6. According to the largest
distance rule from Onatski (2010), we present estimates of components 1-4.
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Table III. Synthetic readability composition

Variable Comp1 Comp2 Comp3 Comp4

AoA_Bird_Lem 0.04 -0.0552 0.0545 0.132
AoA_Bristol_Lem 0.0772 -0.0676 -0.0149 -0.0898
AoA_Cort_Lem 0.0462 -0.1279 0.044 0.1544
AoA_Kup -0.0097 0.0941 -0.0743 -0.1843
AoA_Kup_Lem -0.1337 0.1564 -0.0683 -0.1207
DISC_RefExprDefArtPerSen 0.233 0.0203 0.0472 -0.0612
DISC_RefExprDefArtPerWord 0.1693 -0.1221 0.0097 -0.0891
DISC_RefExprPerProPerWord 0.0149 -0.0107 0.0984 0.1281
DISC_RefExprPerPronounsPerSen 0.0942 0.0437 0.2067 0.2093
DISC_RefExprPossProPerSen -0.0131 0.028 0.1529 0.1696
DISC_RefExprPossProPerWord 0.0042 -0.0047 0.0379 0.0479
DISC_RefExprPronounsPerNoun 0.0144 -0.0231 0.217 0.2434
DISC_RefExprPronounsPerSen 0.0697 0.0463 0.2247 0.2347
DISC_RefExprPronounsPerWord 0.0161 -0.0143 0.1416 0.1727
DISC_RefExprProperNounsPerNoun -0.1443 0.0259 -0.0318 0.1387
DISC_globalArgumentOverlapCount 0.0691 0.0628 -0.2859 0.1996
DISC_globalContentWordOverlapCount 0.1479 0.0983 -0.2255 0.1581
DISC_globalNounOverlapCount 0.0866 0.0575 -0.2887 0.1833
DISC_globalStemOverlapCount 0.0667 0.0633 -0.2855 0.2037
DISC_localArgumentOverlapCount 0.2006 -0.0255 -0.0726 -0.1578
DISC_localContentWordOverlapCount 0.1142 0.0966 0.029 -0.0204
DISC_localNounOverlapCount 0.2104 -0.0278 -0.0826 -0.1698
DISC_localStemOverlapCount 0.2001 -0.0266 -0.0712 -0.1546
MRCAoA 0.108 -0.0519 -0.0058 -0.0869
MRCColMeaningfulness 0.0567 -0.1143 0.0324 0.112
MRCConcreteness 0.1012 -0.1261 0.0173 0.0147
MRCFamiliarity 0.1337 -0.1333 0.0577 0.0869
MRCImageability 0.1049 -0.1342 0.0299 0.0376
MRCPavioMeaningfulness 0.0919 -0.0297 -0.0096 -0.083
POS_adjVar -0.0018 0.0376 0.0324 -0.1011
POS_advVar -0.004 -0.0119 0.132 0.0941
POS_correctedVV1 0.0802 0.0953 -0.2608 0.2338
POS_modVar -0.0031 0.0301 0.0747 -0.0609
POS_nounVar -0.0587 0.0617 -0.1259 0.0203
POS_squaredVerbVar1 0.0634 0.0782 -0.2343 0.22
POS_verbVar1 0.1465 0.0671 -0.2297 0.1234
POS_verbVar2 0.0972 -0.1001 0.0928 0.0611
SYN_CNPerClause -0.0056 0.1648 -0.0297 0
SYN_CNPerTunit 0.0316 0.1699 -0.0078 0.0187
SYN_ComplexTunitRatio 0.1991 0.055 0.124 0.1089
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Table III. Synthetic readability composition

Variable Comp1 Comp2 Comp3 Comp4

SYN_CoordPerClause -0.0739 0.1516 -0.0417 -0.0456
SYN_CoordPerTunit -0.0071 0.1685 -0.0034 -0.0075
SYN_DependentClauseRatio 0.1834 0.0568 0.128 0.1047
SYN_DependentClausesPerTunit 0.1967 0.0437 0.1224 0.1101
SYN_MLC -0.0178 0.183 -0.078 -0.0805
SYN_MLT 0.14 0.183 0.0155 0.0156
SYN_TunitComplexityRatio 0.1754 0.0179 0.0928 0.1001
SYN_VPPerTunit 0.1892 0.0653 0.0982 0.0399
TRAD_ARI 0.1535 0.222 0.1151 -0.0303
TRAD_Coleman -0.0872 0.2384 0.0161 -0.0946
TRAD_FOG 0.141 0.2354 0.1151 -0.031
TRAD_FORCAST 0.1195 -0.2127 -0.0103 0.0626
TRAD_Flesch -0.0725 -0.2818 -0.1035 0.0457
TRAD_Kincaid 0.137 0.2391 0.1155 -0.0303
TRAD_LIX 0.1488 0.2287 0.1133 -0.0405
TRAD_SMOG 0.1172 0.2588 0.103 -0.0444
TRAD_numChars -0.1247 0.2098 -0.0012 -0.0916
TRAD_numSyll -0.137 0.2189 0.0097 -0.0571
Word_BilogTTR -0.2228 0.0322 0.1738 0.0796
Word_CTTR -0.1956 0.1161 -0.015 0.219
Word_MTLD -0.0742 -0.058 0.0841 0.0439
Word_RTTR -0.1957 0.1161 -0.015 0.219
Word_TTR -0.1723 -0.0239 0.2326 -0.0213
Word_UberIndex -0.2109 0.1036 0.0299 0.2073

Notes: The first four principal components (eigenvectors) from principal component analysis of 64
linguistic measures are presented. Eigenvectors are orthonormal, which is uncorrelated and normalized.
See Figure 3 for eigenvalues.
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