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ABSTRACT

This paper examines the stock market’s valuation of a firm’s innovative ac-
tivity. We estimate the market’s relative valuation of firms’ tangible and
intangible assets, focusing on knowledge capital in the form of accumulated
“stocks” of R&D and patents. We tried to improve upon our estimates of the
stock market’s valuation of knowledge capital embodied in such “stocks” by
bringing in measures of the appropriability environment facing a firm from
the Yale Survey on Industrial Research and Development. The responses
to Survey questions about the effectiveness of patents as a mechanism for
protecting the returns from innovation turn out to be of some use: there
is evidence of an interaction between industry level measures of the effec-
tiveness of patents and the market’s valuation of a firm’s past R&D and
patenting performance, as well as its current R&D moves. We find no evi-
dence, however, that other appropriability mechanisms differ enough across
industries to leave measurable traces in our data. The structure of the Yale
Survey makes it possible to estimate the sampling error in the appropria-
bility measures derived from it. This information was used by us in an
errors-in-variables context, but with little success. In the absence of R&D
variables, our estimates imply that a two standard deviation increase in our
index of patent-effectiveness would raise the value of a patent held by our
average firm from $0.4 million to $1.0 million. When R&D variables are
introduced into the equations, the patents variables become insignificant —
R&D expenditures are a better measure of input to the innovative function
of firms than patents are of its output — but we estimate that the same
experiment would induce changes in q of between 10 and 27 percent for the
average firm, approximately doubling the market’s valuation of this kind of
capital.
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This paper examines the stock market’s valuation of a firm’s innovative
activity. Following Griliches (1981), we estimate the market’s relative valu-
ation of firms’ tangible and intangible assets, focusing on knowledge capital
in the form of accumulated R&D efforts and patent rights, and ignoring
other intangibles such as goodwill, advertising, and sector-specific human
capital. We use accumulated stocks of R&D expenditures and the number
of patents granted as proxies for knowledge capital or the output of inno-
vations. One problem with using these numbers is that quality and not
quantity is likely to be the crucial factor in the market’s determination of
the value of such assets. There is little we can do about this with the avail-
able data. An equally serious problem, however, is that even if all R&D
and patents were of comparable quality, the market’s valuation of a given
amount of innovative activity will vary according to how successfully a irm
can appropriate the returns from this investment, and this is the issue that
the paper addresses.

Firms have a variety of possible mechanisms for preventing competitors
from taking advantage of their investment in knowledge capital, and the
availability and effectiveness of these mechanisms varies across firms and in-
dustries. In particular, the effectiveness of patents as a mechanism for appro-
priating the returns from R&D is not constant across firms and industries,
and therefore the present value of returns to a firm from investing in patent
protection should differ according to industry conditions and firm specific
factors. Failure to take this into account may have been the cause of some
puzzling results in the 1981 paper, where patent variables became insignif-
icant (and in some cases wrong-signed) in the presence of R&D variables.
(See Table 3.) Survey data collected by the Yale group (Levin, Klevorick,
Nelson, and Winter) makes it possible, at least in principle, to construct
measures of the appropriability of R&D at the industry level. Our primary
interest here is in the patenting mechanism, and this paper presents results
obtained from matching the Yale Survey to the NBER data on R&D and
patenting intensity of large US manufacturing corporations in an attempt
to control for inter-firm variability in the patenting environment.

The Equation to be Estimated

In a rational stock market, a firm’s stock price should be the expected dis-
counted value of the net income which will be derived from its assets. As a
matter of definition, we can write:

V = g(tangible capital, intangible capital) (1)



Under constant returns to scale, or as a local linear approximation (see
Wildasin (1984)), this can be written as:

V =blA+ 6K] = e} HHI[A + §K] (2)

where A is tangible capital, K is intangible capital and é is its relative
shadow price, while b, the average multiplier of market value relative to the
replacement cost of total assets, consists of two multiplicative components:
an overall market index A¢ and a firm-specific component g,. Re-arranging,
v K

=—=b1+6— 3
taking logarithms, and exploiting the fact that log(1 + z) ~ z when z is
small,

K
IOG(Q)'—"/\3+#;'+5'Z (4)

which is interpretable as a regression equation in which K is a vector of
variables representing a firm’s intangible assets. ! To the extent that the
valuation of various proxies for such intangible assets, e.g. patents, varies
from industry to industry the estimated §’s need not be identical across firms
or industries. We shall explore this possibility by allowing the estimated §’s
to differ across industries, and/or by interacting the various measures of
intangible capital with indices of the ‘ease of appropriability’ derived from
the Yale Survey data.

This approach raises the question of the extent to which both the levels of
past investment in R&D and the propensity to patent R&D results already
reflect the appropriability situation directly. Both R&D and patenting are
obviously endogenous with respect to appropriability indices.  Our limited
success in detecting the effects of such indices may reflect this fact.

!The logarithmic transformation is used to allow easier comparisona over time. Since
the average market g changes from year to year (and day to day), the multiplicative form
can isolate it through the introduction of year dummies. To analyze one cross-section at
a time, one could also have used a simple linearization of equation 1.

*The actual relation between the propensity to patent and our appropriability measures
is very weak in our data: in regressions of the ratio of patents to R&D onto appropriability
indices we obtain R?% of less than 0.1 and contradictory coefficient estimates. If there were
a strong selectivity bias in the propensity to patent vis-i-vis differences in appropriability,
the original relation between market value and patents should have been much stronger
than that which we have observed in the data.
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The Data

We have combined two separate data sets in this study: the NBER RND-
PANEL data set and the Yale Survey results.

The first is a large data set in panel format compiled from the Compustat
and Patent Office tapes. Over 1800 firms are represented, with Compustat
accounting data and patent figures from the late 1960’s through 1984. The
panel is not balanced, since complete data are not available for every firm
in every year. The panel is widest around 1976, with significant attrition
through time in both directions. (See Cummins, et al. (1985) for more
detail.) We use a balanced, “cleaned” subset of these data, comprising 722
firms which met the joint requirements of:

e no missing observations on the variables of interest for the years 1973-
1980.

e no ‘jumps’ in employment or capital stock, to avoid problems of merg-
ers, takeovers, and the like, where a jump is defined as an absolute or
relative change of more than 50 percent.

The Yale Survey tock the form of a questionnaire on Industrial Re-
search and Development mailed to R&D executives in 1562 business units
in over 130 industries defined at the Line of Business (LB} level. In all 650
usable responses were obtained. The questionnaire posed over 120 ques-
tions about various mechanisms for appropriating returns from R&D and
their effectiveness, the nature of technical progress, and the general rele-
vance of science. Respondents were typically asked to answer on a 7-point
scale from 1 = not important to 7 = very important. A sharp distinction was
made between process and product innovation throughout. In Figure 1 we
reproduce a page from the questionnaire to illustrate the type of question
asked.

The Yale Survey contains a wealth of information, which has been re-
ported elsewhere {Levin, et al. (1984), and Levin, et al. (1985)). However,
the very richness of its detail makes it difficult to derive a single numeric
measure of appropriability. Moreover, it is not immediately clear how re-
sponses about industries should be matched to our firms.

Measures of Appropriability

There are at least two ways of approaching the derivation of an ‘appropria-
bility conditions’ index for an industry from the answers to the Yale Survey.



The first is to look for single questions which stand out as summaries of the
information in the various sections of the questionnaire. The second is to
use data reduction techniques to compress the information in related groups
of questions into a single numeric measure. Since our interest is focused
primarily on the role of patents, we have sought to draw a distinction be-
tween patent and non-patent mechanisms of appropriability in summarizing
these data. In general we have not maintained the Yale group’s distinction
between products and processes: our dependent variable, the future net
earnings of the firm capitalized in its market value, is affected by both cost
reductions due to process innovation and revenue increases due to product
innovation. Exploratory calculations indicate little gain from such a disag-
gregation.

Respondents’ opinion on the effectiveness of a number of mechanisms
for appropriating the returns from innovation (patents, secrecy, lead time,
learning curve, sales and service effort) was asked in Questions IA1-IA6
(process) and IB1-IB6 (product).

The main variables we have constructed to measure the effectiveness
of patenting as a mechanism for appropriating the returns from R&D are
based on questions IA1 (do process patents prevent duplication ) and IB1
(do product patents prevent duplication ?) A simple summary variable, PPP
(Patents Provide Protection), was constructed as the sum of 1A1 and IB1.
However, since the scale of the responses is arbitrary, and may be quite
non-linear (an answer scored as 6 may in some relevant sense be twice as far
from 4 as 4 is from 5), we tried various transformations of these questions:
calculating a “stretched” version of PPP where the distance between each
score doubles going in either direction away from 4. As an alternative to al-
gebraic transformations of scale, we also constructed two distribution-based
variables: a “trichotomized” PPP where the variable takes on a value of
-1 if the score is 2 or less, 0 if between 3 and 5, and 1 if 6 or more, and
FPP, (Fraction of respondents who say Patents Provide Protection) de-
fined as the percentage of respondents within an industry answering 6 or 7
to question IB1 minus the fraction answering 1 or 2.

Sections IIC, 1ID, IIE, and IIF of the Questionnaire provide alternative
measures of the effectiveness of patents in terms of imitation lag and imita-
tion cost. The questions ask for an estimate of the imitation cost/lag in four
cases: where an innovation is patented /non-patented and of a major/minor
nature. Adding together the estimated imitation lag for major and minor
patented innovations, and subtracting the estimated lag for major and mi-
nor non-patented innovations (and dividing by 4 to retain a natural scale)



gives an estimate of the increment in imitation lag due to patents (IML). A
similar calculation gives an estimate of the increment in imitation cost due
to patents (JMC).

To measure respondents’ opinion on the effectiveness of non-patent mech-
anisms (secrecy, lead time, learning curve, sales and service we used Ques-
tions JA3-IAS (process) and IB3-IB6 (product). Rather than attach partic-
ular weight to any of these, following Levin (1986) we tock each respondent’s
maximum score over all of these questions, as a measure of the availability
of some non-patent appropriability mechanism to them (MNP), and also
computed the mean of these eight questions (NPP).

An attempt was made to derive common factors from subsets of the Sur-
vey questions using factor analysis. There does appear to be some structure
across the bulk of the questions at the individual respondent level which
is consistent with our a priori beliefs: the pattern of factor loadings for
the first two common factors supports our presumption that appropriabi.
lity mechanisms fall inte two largely orthogonal ‘patent’ and ‘non-patent’
classes. However the large amount of noise in the data at the individual
respondent level prevented us from extracting any satisfactory simple factor
structure: the standard x? test rejected the hypothesis that four or fewer
common factors can adequately explain the correlation in responses to the
first 12 questions. Though we constructed factor scores for the first two
‘patents’ and ‘non-patents’ —like factors and carried them through the sub-
sequent analysis, these new variables performed poorly in comparison to the
simpler summaries of the data described above, presumably because of the
signal-to-noise problem. Another more fundamental problem is that we have
no real hypotheses about the causal structure underlying respondents an-
swers to the Survey questions, and have just assumed the simplest possible
orthogonal factor structure.

Matching Data Across Data Sets

Appropriability is presumably a property (or lack thereof) of a particular
product or process in a particular legal and institutional setting. It may
differ across industries if their products/processes differ enough in these
dimensions. Where industry conditions (market structure, nature of tech-
nology, regulatory environment, etc) are such that there is a high degree of
appropriability, firms are able to monopolize the returns from their innova-
tive activity; where industry conditions are such that there is a low degree
of appropriability, innovations will be quickly adopted by other firms in the



industry, and the returns to an individual firm from doing R&D will be
commensurately lower.

An industry in this sense is quite clearly defined at the conceptual level,
but (as usual) is difficult to define in practice. Moreover, industry bound-
aries may not conform to firm boundaries, and hence may not fit too well
with our basic data. Our approach has been to use the SIC product classi-
fication as a basis for defining industries, with some additional aggregation
where sample sizes were small and the industries appeared to be similar in
technological and other respects. Having defined some measure of appropria-
bility, taking the mean response within each industry in the Yale data gave
us a point estimate of appropriability levels for each such industry in their
data set, Note that each industry has a different number of respondents,
and hence appropriability is measured with different degrees of accuracy
in different industries. Having estimated a set of industry appropriability
levels, we then attributed them to each firm in the equivalent Compustat
industry.

This raises a number of problems. The first is how to match industries.
The institutional identities of the Survey respondents are not available to us,
and we can only identify them by a line-of-business (LB) code assigned by the
Yale group following the FTC’s classification. There are 130 separate LB’s
so defined. For our matched firms we have only each firm’s primary 4-digit
SIC code assigned by Compustat. By using a correspondence between FT'C
LB codes and 4-digit SIC codes supplied by Levin it was possible to assign 2,
3, or 4 digit SIC codes to each respondent in the Yale Survey. In merging
data sets we sought to match firms/industries at the lowest possible level of
aggregation. However not all IDS-industries mapped into a single 4-digit or
even 3-digit SIC-industry, and neither do all of our firms have a “genuine”
4-digit SIC code (3331 vs 3300). By forcing a 4-digit matching, we lost
information by having to discard many firms, either because their product
was not well-enough represented in the population of Survey respondents, or
because we could only classify them as 2-digit firms. Conversely, by merging
at a 2-digit level we stood to lose much of the richness of the Survey data,
and ran the risk of introducing serious errors in assigning firms to industries
in which the Survey responses were all based upon quite different products
or processes (for example, a firm in SIC 3351, Copper Rolling and Drawing,
would be assigned the appropriability level for SIC 33 when all the Survey
respondents were from SIC 3312, Blast Furnaces and Steel Mills.)

The compromise solution was to do our analysis twice, using data sets
formed first by matching firms and the Yale Survey respondents at a ‘3.5



digit’ level, in which IDS and SIC codes are mapped within each data set
into a new 55 industry scheme called IND (devised by us from the SIC),
then again at a ‘2.5-digit’ level, according to a 24 industry scheme called
NSF (which approximates the breakdown in the NSF R&D publications). In
both cases, industries which had less than three respondents in the Survey
were dropped on the grounds that at least three observations are needed to
form reasonable estimates of the industry mean and its variance. By using
the IND level matching we preserve some of the richness of detail available
in the data at the expense of potentially mis-assigning firms to industries.
Conversely, by using the NSF level matching we lose detail but are more
confident that our firms are being assigned to the right industry.

Given that industries can be satisfactorily defined at some acceptable
level of aggregation, we need to address the issue of the sampling error
in our estimates of appropriability. Because each of the industries within
the Yale Survey has a number of respondents, we can compute not only
a different industry mean level for our appropriability measures, but also
a within industry response variance and a corresponding standard error
of the mean (v/¢2/n). In matching the data sets we can therefore take
into account the fact that our appropriability measures are estimated with
different degrees of accuracy for each industry.

Our main analysis will concentrate on a 1980 cross-section of manufac-
turing firms, using the log of ¢ (the ratio of the market value of the firm to
the replacement cost of its assets) as our dependent variable. 1980 is the
latest year for which our data on patents granted by “date applied for” is
reasonably complete. Our results have been checked against 1973 and 1979
cross-sections: essentially similar results were obtained, which we do not
report here for the sake of brevity.

The major independent variables are: K the cumulated stock of past
R&D expenditures (using a 15 percent depreciation rate); SP, the “stock”
of cumulated past patents (using a 30 percent depreciation rate); and NR,
an estimate of the current year’s net investment in R&D, which is calculated
as NR = R&D —-0.15K, where R¥D is the current year’s R&D expenditure
and K is the stock of R&D carried forward from the end of the previous
year. These three variables have all been divided by the total fixed assets of
the firm, and also interacted with the appropriability measures.

Table 1 below presents summary statistics for the main variables calcu-
lated across the whole of our sample. Industry means and standard devi-
ations for some of the variables in our sample, together with some of the
appropriability measures constructed from the Yale Survey are presented for



both the IND and NSF levels of aggregation in Appendix C.

{ Table 1 somewhere here |

An immediate question about these variables is the amount of useful
information they contain about differences between industries. Table 2
presents the results of an analysis of variance for each of the variables con-
structed from the Survey, listing the F-ratios for testing the null hypothesis
of no significant inter-industry variation in these measures. These F-ratios
are calculated for the 55 IND classes and 24 NSF classes within the Yale
Survey, and again for a smaller sample from which the drugs and computer
industries have been excluded. The results for K/A (ratio of R&D stock
to assets) and SP/A (ratio of Patents stock to assets) are presented for the
same classes within our sample of firms to provide a benchmark (though
note that the n’s are different).

Iﬁ.ble 2 somewhere here |

Using the IND definition of industries, the F-statistic accepts the null
hypothesis of no difference in industry means at the 5 percent level for all
of our appropriability measures except PPP, and the transformed versions
of it, SRP and TRP. For the NSF definition of industries there does appear
to be a significant difference in industry means also for the MNP variable,
but it disappears when we exclude the two “extreme” industries, drugs and
computers, from this sample. Interpreting the F-statistic as the ratio of the
between to the within variance, these results are less than encouraging. It
is not obvious that there is much systematic between industries variance in
these measures of appropriability, and hence their quality as indicators of
differences in the inter-industry patenting environment may be rather low. 3

3Notice also that the “stretching® and “trichotomizing” transformations of PPP have
very little effect upon ite F-statistic (nor did they have any effect upon the equivalent
results for other variables, not reported here.}) If our difficulties in deriving variables with
a strong and systematic inter-industry variation are due to problems in finding the right
scale with which to interpret the Survey responses, it is puzzling to find that these non-
linear transformations have so little effect. On the other hand, these results may simply
reflect the fact that in most industries the distribution of responses is tightly bunched
around the ‘neutral’ score of 4, and these transformations may not be nonlinear enough in
the right range. Another possibility is that our industry definitions may not reflect either



Table 1
Descriptive Statistics for 1980 Sample

VARIABLE MEAN STANDARD MINIMUM MAXIMUM

DEVIATION VALUE VALUE
log(V/A) -0.273 0.697 -2.262 2.222
K/A 0.144 0.170 0.000 1.559
NR/A 0.008 0.023 -0.122 0.226
SP/A 0.105 0.206 0.000 3.817
PPP 7.632 1.307 4.400 11.412
SRP 28.828 4.719 17.000 43.176
TRP -0.162 0.538 -1.400 1.235
IML 1.196 0.814 -0.201 3.729
IMC 0.254 0.322 -0.400 1.081
FPP 0.056 0.348 -0.667 1.000
NPP 4.720 0.378 3.333 5.375
TRN 0.285 0.131 -0.167 0.531
SRN 17.410 1.412 12.333 20.125
MNP 6.163 0.330 5.000 6.800
ASSETS 1137.696 3869.245 2.070 66498.563
EMP 14.926 42.864 0.050 746.000
SALES 1513.923 5725.416 0.653 103143.000

Full variable definitions are in Appendix B.

V = market value of the firm

A = Total net assets at replacement cost.

K = “Stock” of R&D using 15 percent depreciation rate.

NR = “News in R&D”: current R&D less depreciation of the R&D stock.

SP = “Stock” of Patents using 30 percent depreciation rate,

PPP = Sum of scores on ‘Patents Provide Protection’ questions for products
and processes (IA1 + IB1).

SRP = Stretched PPP.

TRP = Trichotomized PPP.

IML = Imitation Lag in years.

IMC = Imitation Cost, as fraction of innovator’s.

FPP = Fraction in industry who answer 6 or 7 to question IB1 {Product Patents
Provide Protection) - fraction answering 1 or 2.

NPP = Average effectiveness of Non-Patent appropriability mechanisms.

SRN = Stretched NPP.

TRN = Trichotomized NPP.

MNP = ‘maximal’ version of NPP.

SALES = Net Sales in $millions.

EMP = employment in thousands.



Table 2
ANOVA Results

Class: IND IND* NSF NSF*

PPP 3.23 261 5.73 4.45
(0.001) {0.001) 0.0001 (0.001)

SRP 3.27 2.67 5.77 4.49
(0.001) (0.001) (0.001) (0.001)

TRP 3.14 2.58 5.66 4.42
(0.001) (0.001) (0.001) (0.001)

IML 1.18 0.98 2.19 1.80
(0.19) (0.54) (0.001) (0.02)

IMC 1.38 1.25 2.25 2.08
{0.05) (0.02) (0.001) (0.003)

MNP 1.07 0.97 1.56 1.37
(0.34) (0.55) (0.05) {0.13)

NPP 1.08 0.97 1.39 1.16
: (0.33) (0.54) (0.11) (0.28)

SRN 0.97 0.84 1.20 0.94
(0.54) (0.77) (0.24) (0.54)

TRN 0.98 0.87 1.25 1.02
(0.51) (0.73) (0.20) (0.44)

K/A 9.78 9.42 19.47 18.52
(0.001) (0.001) {0.001) (0.001)

SP/A 2.95 2.87 4.35 4.49
(0.001) (0.001) (0.001) (0.001)

Table entries are the F-statistic for Hy : py =,...,= pyy = 0. Pr[> F] is in parentheses.

The * indicates that the drugs and computers industries have been deleted from the sample.

For variable definitions see Table 1 and Appendix B.



A more exacting question is whether the data provide much more infor-
mation than that contained by rather crude industry dummies. One way
of asking it has already been done above by excluding the most obvious
outlying industries: drugs and computers. Another way is to ask whether
the continuous detail at the 55 industries level adds much above what might
have been captured by just 10 2-digit industry dummy variables, and their
interactions with our other explanatory variables. Of course these data pro-
vide an interpretation of such dummies and hence are of interest in their
own right.

Estimation Results Controlling for Appropriability

In this section we report various attempts to improve upon our estimates
of the market’s valuation of patent outcomes and R&D investments by in-
corporating the different appropriability measures into the analysis of firm
data. Tables 3a and 3b present the major results of our work using one of
the better fitting appropriability indicators: PPP — “Patents Provide Pro-
tection”. Table 3a shows the results of adding it to our standard valuation
equation and interacting it with the various patent stock and R&D variables.
Table 3b adds 10 2-digit level industry dummy variables to the same equa-
tions. In Table 4 we explore the use of alternative summary forms for the
patents provide protection question. In Table 5 we look at the role of other
“appropriability” mechanisms, such as secrecy and lead time, and compare
the performance of measures based on these responses to the performance
of the indices based on the responses to the effectiveness of patents ques-
tions. In Table 6 we compare the results of similar analyses for the 1979
cross- section and combine them with the 1980 data in a “seemingly un-
related” regression framework which allows, implicitly, for the presence of
other unmeasured (but uncorrelated) individual firm effects.

Table 3a summarizes most of the major results. In the absence of R&D
variables, past patenting does appear to capture some relevant aspects of
“intangible” capital. Its coefficient is statistically significant and implies a
valuation of approximately $0.5 million per patent granted. This is con-
sistent with other evidence assembled in Griliches, Pakes, and Hall (1986).

the ‘real’ clustering of the respondents around particular technologies, or the industries
that the respondents perceive themselves to be in, though limited experimentation with
industry definitions had little effect upon these results. Nonetheless, the robustness of
these ANOVA results leads us to believe that our inability to perceive of any useful inter-
industry variation in much of the Survey responses is not simply a scaling problem, but a
real effect, either in the nature of these data, or in the phenomena they seek to measure.



However, when measures of R&D are added to the equation this estimate
either disappears (column 3) or is heavily attenuated (column 5). Adding
a measure of the effectiveness of patent protection to these equations and
interacting it with the patent stock and R&D variables improves the fit only
marginally (by about .01) but does indicate the presence of an interaction.
Without R&D variables the results imply a much higher valuation of patents
in industries where patent protection is more effective. For example, col-
umn 2 in Table 3b could be read as indicating an average value of a patent of
about $0.4 million which rises to about $1.0 million per patent in industries
where the effectiveness of patents is two standard deviations higher than the
average. When R&D variables are added in, the patent stock variables be-
come less significant and the interaction is now attached to the R&D stock
or the R&D “news” variable. The last columns of Tables 3a or 3b imply
that the market values “news” in R&D much more highly than past invest-
ments or old patents and that such new R&D moves are valued about 50
percent higher in industries where patent protection is more likely to be
effective. Adding separate industry intercepts to these equations attenuates
these results somewhat, but does not eliminate them entirely.

LTables 3a and 3b somewhere here}

Table 4 presents the results of trying to change the scale on which the
responses to the patent effectiveness question were recorded. “Stretching”
the scale, trichotomizing it, or measuring it by the excess of “high” responses
over “low” makes surprisingly little difference to the results and neither did
adding industry dummies. This was already visible in Table 2 where the
ANOVA calculations yielded effectively identical results for the different
versions of these variables, indicating that the lack of significant between
industries variance in these measures is not an artifact of their scaling, The
FPP measure does slightly better in terms of fit and the significance of some
of the interaction terms, but not enough to change any of the conclusions
significantly. We stick, therefore, with the simpler to interpret PPP measure
in the rest of our analysis.

lTable 4 somewhere herel
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Dependent Variable: log(q)

Table 3a
The Stock Market’s Relative Valuation of R&D and Patents

AD Al BO Bl DO D1

SP/A 0.493 0.785 0.111 0.192 0.246 0.309
(0.165)  (0.190)  (0.094)  (0.158)  (0.082)  (0.143)

PPP -0.004 -0.012 -0.002
(0.019) (0.017) (0.017)

PPP*SP/A 0.333 0.076 0.094
(0.128) (0.099) (0.100)

K/A 1.374 1.442 0.741 0.694
(0.182)  (0.174)  (0.152)  (0.147)

PPP*K/A 0.303
(0.115)

NR/A 11.99 12.82
(1.556)  (1.539)

PPP*NR/A 2.944
(1.249)
R? 0.027 0.037 0.125 0.133 0.258 0.265

N = 722. Mean of the dependent variable = -0.272, standard deviation = 0.697.
Heteroscedasticity-consistent standard errors in parentheses.

Matched by IND, 1980 Data.

“All equations also contain an intercept term and the logarithm of Assets, whose

coefficient was small but consistently significant, on the order of -0.03 (0.01).

For variable definitions see Tablel and Appendix B.

’



Table 3b
The Stock Market’s Relative Valuation of R&D and Patents

Dependent Variable: log(q)

AD Al BO B1 DO D1

SP/A 0.165 0.380 0.025 0.107 0.180 0.249
(0.100)  (0.171)  (0.097)  (0.167)  (0.093)  (0.155)

PPP 0.034 0.019 0.019
(0.024) (0.024) (0.023)

PPP*SP/A 0.236 0.075 0.098
(0.116) (0.110) (0.101)

K/A 0.837 0.932 0.385 0.335
(0.195)  (0.201)  (0.184)  (0.178)

PPP*K/A 0.365
(0.130)

NR/A 11.18 11.96
(1.454)  (1.368)

PPP*NR/A 2.788
(1.231)
R? 0.166 0.172 0.191 0.200 0.304 0.310

Each equation has 10 2-digit industry dummies.
N = 722. Mean of the dependent variable = -0.272, standard deviation = 0.697.
Heteroscedasticity-consistent standard errors in parentheses.
Matched by IND, 1980 Data.
All equations also contain an intercept term and the logarithm of Assets, whose
coefficient was small but consistently significant, on the order of -0.03 (0.01).

For variable definitions see Tablel and Appendix B.



Table 4

Comparision of Various Patent-based Appropriability Measures

PAT==PPP PAT=FPP PAT=SRP PAT=TRP

SP/A 0.192 0.254 0.192 0.181
{0.158) (0.167) (0.140) (0.134)
PAT -0.012 -0.018 -0.003 .0.001
(0.017) (0.065) (0.005) (0.042)
PAT*SP/A 0.076 0.645 0.034 0.331
(0.098) (0.518) (0.034) (0.352)
K/A 1.442 1.406 1.429 1.405
(0.174) (0.175) (0.172) (0.180)
PAT*K/A 0.303 1.013 0.075 0.465
(0.115) (0.500) (0.032) (0.322)
R? 0.132 0.135 0.132 0.129

N = 722. Mean of the dependent variable = -0.272, standard deviation = 0.697.
Heteroscedasticity-consistent standard errors in parentheses.
Matched by IND, 1980 Data.

All equations alsc contain an intercept term and the logarithm of Assets, whose
coefficient was small but consistently significant, on the order of -0.03 (0.01).

For variable definitions see Table 1 and Appendix B.

PPP = Sum of scores on ‘Patents Provide Protection’ question for products
and processes.

FPP = fraction in industty who answer 6 or 7 to question IB1 (Product Patents
Provide Protection) - fraction answering 1 or 2.

SRP = "stretched” PPP

TRP = trichotomized PPP



Table 5 looks at the question of whether there is additional “power” in
the responses to the other non-patent appropriability mechanisms questions.
The basic answer is no. Neither by themselves nor in addition to the patent
effectiveness measures do they add to the explained variance or result in
significant interaction coefficients. In a way this was already foreshadowed in
the ANOVA results. Given that there is little significant between industries
variance in these measures it is not surprising that they cannot provide a
sharp discrimination between the relevant environments that different firms
find themselves in.

| Table 5 somewhere he;‘

Table 6 shows the results of combining 1979 data with the 1980 cross-
section in a SUR framework. This procedure takes into account the serial
correlation between the left-out individual firm components in such equa-
tions. The combined results are a bit stronger than the individual year ones
but the conclusions remain the same: the R&D variables are “stronger”
than the patent ones and the patent effectiveness measures improve the
fit marginally and indicate the presence of some interaction between the
“quality” of the appropriability environment and the market’s valuation of
a firm’s R&D policy. Adding a 1973 cross-section to the SUR regression,
gives similar results, not shown here.

| Table 6 somewhere here |

There remains the question how much do we gain by using such mea-
sures of the “effectiveness” of appropriability mechanisms relative to the
use of a cruder interaction with 2-digit level industry dummies. If instead
of interacting the SP/A and NR/A variables with PPP we interact them
with our 10 industry dummies, we get adjusted R?’s of .179 and .315 versus
the comparable values in Table 3b of .170 and .310 for columns 3 and 6
respectively. In this sense the PPP variable does quite well. It effectively
accomplishes the same thing as 10 dummy variable cross-product terms and
because it uses up only one degree of freedom it provides a more powerful
test of the underlying hypothesis and a more useful interpretation of the
data.
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Table 5
The Additional Explanatory Power of Non-Patent Appropriability Measures

1 2 3 4

SP/A 0.727 0.124 0.260 0.077
(0.172) (0.188) (0.170) (0.183)

PPP 0.008 -0.006 0.035 0.023
(0.020} (0.021) (0.024) (0.025)

PPP*SP/A 0.331 0.130 0.267 0.115
(0.137) (0.147) (0.133) (0.142)

K/A 1.420 0.898
(0.202) (0.224)

PPP*K/A 0.208 0.432
(0.161) (0.172)
NPP 0.239* 0.111* 0.039* 0.100*
(0.071) (0.083) (0.079) (0.089)
NPP*SP/A -0.018* 0.294* 0.127* 0.174*
(0.402) (0.441) (0.388) (0.432)

NPP*K/A -0.179* 0.263*
(0.637) (0.636)

R? 0.051 0.144 0.170 0.198
F-statistic 6.065 1.087 0.151 0.511
Pr[> F] 0.002 0.354 0.860 0.679

The F-statistic tests the hypothesis that the starred coefficients in each equation
are jointly equal to zero.

Equations 3 and 4 have 10 2-digit industry dummies.

N = 722. Mean of the dependent variable = -0.272, standard deviation = 0.697.
Heteroscedasticity-consistent standard errors in parentheses.

Matched by IND, 1980 Data.

All equations also contain an intercept term and the logarithm of Assets, whose
coefficient was small but consistently significant, on the order of -0.03 (0.01).

For variable definitions see Table 1 and Appendix B.



Table 6
SUR Regressions using 1979 and 1980 Cross-Sections

Dependent Variable: log(q)

Unrestricted Restricted
79 80 79* 80* 79480 794:80*
SP/A 0.189 0.293 0.146 0.234 0.114 0.106

(0.103)  (0.139)  (0.103) (0.138)  (0.101)  (0.101)

PPP 0.012  -0.003 0.040 0.021 0.009 0.034
(0.016)  (0.017)  (0.020) (0.022)  (0.015)  (0.020)

PPP*SP/A  0.132 0.134 0.123 0.144 0.116  0.109
(0.068)  (0.094)  (0.068)  (0.094)  (0.066)  (0.067)

K/A 0.751 0.837 0.416 0.457 0.820  0.479
(0.118)  (0.137)  (0.133)  (0.151)  (0.116)  (0.130)

NR/A 6.947 8.597 6.179 7.945 7.424 6.669
(0.725)  (0.821)  (0.735)  (0.823)  (0.690)  (0.699)

PPP*NR/A  2.283 2.111 2.089 2.032 2.357 2.238
(0.854)  (0.864)  (0.857) (0.871)  (0.791)  (0.797)

The starred equations also have 10 2-digit industry dummies.
For variable definitions see Table 1 and Appendix B.



Estimation Results Correcting for Errors in Variables

The procedure by which we have matched the Survey data to our sample in-
troduces two forms of error in our appropriability variables: sampling error
in the estimation of industry means within the Survey, and a potential loca-
tional error in assigning firms/respondents to industries. While we do not
address the locational error here, the sampling error in estimating industry
means can be treated as a classical errors-in-variables problem. Recall that
when some or all of the explanatory variables in a regression are measured
with error, the cross-products matrix becomes “attenuated” by a multiple
of the variance-covariance matrix of the measurement errors (see Appendix
A for a fuller exposition.) If

y=XB+e (5)

and 3
X=X+V (6)

where X is the unobserved true design matrix, and V is a matrix of mea-
surement errors with variance £ then

E[X'X] = X'X + nZ (M

which results in biased coefficients when equation 5 is estimated by OLS
using X as a substitute for X. In the case where T is known, or estimable,
an consistent estimate of 8 can be obtained by applying OLS to the cross-
products matrix after correcting for the attenuation by subtracting nZ, with
an appropriate adjustment of the standard errors.

Because we know the sampling error in our appropriability measures we
can estimate X. The results of re-estimating the equations in Table 3a using
a correction for the attenuation are presented in Table 7.

{ Table 7 somewhere hereJ

The correction for attenuation appears to be quite successful for the
simplest equation, doubling approximately the estimated patent stock coef-
ficient and that on its interaction with PPP. However, for the more complex
equations the patents variables again become insignificant, and the estimates
become unstable, and implausible when the NR/A variable is included, and
actually ‘explode’ when industry dummies are added. This reflects the fact
that the estimated variance of the measurement error is almost equal to
the total variance of our appropriability variables: the adjustment of the
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Table 7

Regressions With “De-Attenuation” Adjustment for Errors-in-Variables

A B D

SP/A 1.179 0.275 0.024
(0.262) (0.327) (0.360)

PPP -0.014 -0.027 0.065
(0.035) (0.034) (0.031)

PPP*SP/A 0.783 0.157 -0.115
(0.263) (0.329) (0.328)

K/A 1.501 0.620
(0.202) (0.155)

NR/A 16.201
(2.161)

PPP*NR/A 13.685
(5.800)
RMSE 0.678 0.646 0.586

Fuller’s partial adjustment method is used. See Appendix A.
For variable definitions see Appendix B.



cross-products matrix brings it close to singularity, implying the absence of
information in the appropriability variables above and beyond that which is
already captured by the R&D and patent stock variables themselves together
with a relatively small number of rather crude industry dummies.

An alternative solution to the errors-in-variables problem is the use of
instrumental variables. Since measurement errors should be independent
for variables constructed from disjoint sets of questions, IML is a valid in-
strument for PPP. The first three columns of Table 8 present the results of
using JMI and its interactions with the other variables as instruments for
PPP and its interactions (we also use the industry dummies as instruments.)
Again, this method produces sensible results for the simplest equation, but
it makes little difference in the context of equations which contain R&D
variables. The last two columns treat the patent stock variable as also be-
ing measured with error, using the R&D stock as an additional instrument.
Now the patent variables have larger coefficients (perhaps unreasonably so)
and are much more “significant”, even in the presence of the R&D news
variable. Since we do not have a good explanation for the shifting of these
coefficients, we are not inclined to over-interpret these results.

[Table 8 somewhere here]'

Conclusions

We tried to improve upon our estimates of the stock market’s valuation
of knowledge capital embodied in R&D and patents stocks by bringing in
measures of the appropriability environment facing a firm from the Yale
Survey. We found the responses to the questions about the effectiveness of
patents as a mechanism for protecting the returns from innovation to be of
some use. There is some evidence of an interaction between industry level
measures of the effectiveness of patents and the market’s valuation of a firm’s
past R&D and patenting performance, as well as its current R&D moves.
There is no evidence, however, that other appropriability mechanisms differ
enough across industries to leave measurable traces in such data.

Because the within industries variance of the Survey responses is so high,
even for the somewhat better defined patents questions, our estimates are
not very stable, and attempts to improve upon them using various errors-
in-variables “de-attenuation” and instrumental variables methods were not
particularly successful. Nevertheless, the estimated effects while not partic-
ularly precise, are not small. Table 9 presents the change in q implied by
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Table 8

Estimation by Instrumental Variables

Dependent Variable: log(q)

A B D E F
SP/A 0.901 0.272 0.400 3.934 2.328
(0.177) (0.181) (0.168) (0.504) (0.424)
PPP -0.049 -0.042 -0.021 -0.069 -0.033
(0.030) (0.028) (0.026) (0.038) (0.029)
PPP*SP/A 0.466 0.167 0.197 0.929 0.658
(0.142) (0.140) (0.127) (0.420) (0.341)
K/A 1.416 0.681
(0.165) (0.153)
PPP*K/A 0.244
(0.174)
NR/A 12.805 13.256
(1.176) (1.340)
PPP*NR/A 3.170 1.496
(1.688) (2.019)

Additonal Instruments :

Equation A: IML IML*SP/A

Equation B: IML IML*SP/A IML*K/A

Equation D: IML IML*SP/A IML*K/A IML*NR/A

Equation E: IML K/A IML*K/A

Equation F: IML K/A IML*K/A IML*NR/A

(all equations also have 10 2-digit industry dummies as instruments)
For variable defintions see Table 1 and Appendix B.



Table 9

Estimates of the Change in q implied by a 2 ¢ change in PPP

Equation A q (%)

log(g) = f(PPP , Patents stock, R&D stock, interactions) 20
QLS, equation B1, Table 3a

log(q) = f(PPP , Patents stock, R&D stock, news in R&D, interactions) 27
OLS, equation D1, Table 3a

log(q) = f(PPP , Patenta stock, R&D stock, news in R&D, interactions) 11
Restricted SUR, without dummies, Table 6

log(q) = f(PPF , Patents stock, news in R&D, interactions) 13
Instrumental variables, Table 8, equation F

A q is the percentage change in q implied by a 2 standard-deviation contrast
in PPP.



some of our estimated equations for a two standard deviation contrast in
the effectiveness of patents from their average level.

| Table 9 somewhere here |

The numbers range from 10 to over 25 percent, which is a rather large
effect indeed. Given that R&D capital is about 14 percent of all other
assets on average in our sample, this implies that such a change in the
appropriability environment would come close to doubling its valuation.

The basic message of this paper is consistent with earlier work. There
i3 some interesting information in patent counts, but it is subject to much
error. Data on R&D expenditures, where available, are stronger measures
of input to the process by which firms produce technical innovation than
patents are of its ‘output’. This difficulty with the patents numbers is not
really eased by adding industry level information on the relative effectiveness
of patents as a means of securing returns from innovation. But appropria-
bility measures do appear to matter: we find significant interactions with
either the patent stock or the R&D stock variables, implying that the market
recognizes that similar R&D moves may have different payoffs in different
appropriability environments. An alternative interpretation, which needs
to be explored further, is that different appropriability environments imply
different depreciation rates for R&D investment. These should have been
incorporated in the construction of the R&D “capital” stock and the esti-
mated interactions are our attempt to adjust for not having done so. We
shall pursue some of these leads in our future work in this area.
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Appendices
A. Sampling Error in the Appropriability Measures
Consider the following classical problem of errors in variables.
y=XpB+e¢ (8)

X=X+V (9)

where ¢ and the rows of V are i.1.d. with zero mean, and V follows some
multivariate distribution with covariance matrix ¥
Substituting 9 into 8,

y=XB+(e-V8) (10)
and multiplying through by X, we get
X'y=X'X8+X'(c-V§g) (11)
X'y=(X'X-X'V)8+ X'e (12)
Assuming that X, V, and ¢ are independent, that is

EX'V]=E[X'e=E[V'¢=0 (13)
it follows that
E[X'y| = X'y, BE[X'X]=X'X+V, E[X'¢|=0 (14)
and i
E[X'V] = E[V'V] = nZ (15)

Which, using effectively the method of moments, gives the orthogonality
condition

EX'y-X'X -nZ|f=0 (16)

If the covariance of the measurement errors, ¥, is known, or can be
consistently estimated, then a consistent estimator for the parameters is
Just OLS applied to the cross-products matrix after correcting for the at-
tenuation by subtracting n¥ or some fraction of it. (See Deaton (1985)
and Fuller (1980)). Standard errors can be consistently estimated from the
residuals, with an appropriate upwards adjustment in the case where ¥ is
not known with certainty.
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The result of the data matching procedure described in the text is a
design matrix of the form

X=[2|X] (17)

where the rows of Z are observations on the firm variables, all different,
and the rows of X are made up of industry means of each variable from the
Survey data, duplicated for all the firms in each industry. Our estimate of X
is a weighted sum of the estimated ¥; for each industry, where the weights
depend on the number of Survey respondents for that industry within the
Yale Survey and the number of firms within the industry in our sample.

Suppose we have a measure of appropriability, A, which has a different
value for each industry A;. The Survey data provides us with an estimate
A;, the industry mean of the variable. A; has sampling variance given by
o /n, which we can interpret as the variance of v in the equation

A =Aito;  §=120m (18)

where j indexes individual respondents within industry ¢ in the Yale Survey.

The error variance o7 = E[u?,-] may be constant across industries, (ho-
mogeneous) or may vary across industries (heterogeneous). The calculation
of the error variance of each appropriability measure is slightly different for
each case.

Let n;-s be the number of respondents in Yale Survey industry ¢, and
nf’ be the number of firms in our sample in industry i Consider the {kk}
element of ¥, the error variance of the k’th appropriability measure. Our
estimate of its error variance within each industry in the Survey is s¥; =
6%,/nf. After the data sets are matched, each industry mean appears nf
times in our sample. After forming the cross products matrix the {kk}
element of V'V will be a weighted sum of the si;, where the weights reflect
the size of the industry relative to the total number of cbservations in our
sample.

{V'V}kk = E ——nf‘ e (19)
7 Xiny nf

Off-diagonal elements can be formed in a similar way using weighted

sums of within-Survey-industry sampling covariances. *

“Using interaction variables in our regressions complicates the construction of . For
example, suppose we have PPP, SP/A, K/A, PPP*SP/A and PPP*K/A as explanatory
variables, where PPP is measured with error. £ will have not only the diagonal term
&3 pp from PPP, but also off-diagonal terms of the form Fiep -6’?{14, §ppp - c‘rgP,A, and
8%pp - Fxsa,sp/a from the cross-products among the variables.
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The calculation is less difficult if we assume, alternatively, that the error
variance is homogeneous:

(VVik =06} ) an : ‘1?
< 2 ny, ng

(20)
where 62 is estimated using a within-Survey total sum of squares after al-
lowing for individual industry means.

Corresponding to the F-test for equality of means across industries, it
is also possible to test for the equality of the within industry response vari-
ances (0?) using the statistic proposed by Bartlett (1937). This statistic
was calculated for four of our appropriability variables, PPP, IML, IMC,
and MNP, and except for PPP, the null hypothesis of equal within-industry
variances was rejected at the one percent level. It is interesting to note that
for variables which had significant variation in their mean across industries,
we could not reject the hypothesis of homogeneous variance. On the other
hand, where it is difficult to distinguish distinct industry means, variances
appear to differ substantially, perhaps contributing to the difficulty in per-
ceiving a consistent pattern of variation in the means.

Proceeding on the assumption of heterogeneous error variance, we esti-
mated the diagonal elements of  with weighted sums of the within-Survey-
industry sampling variances of our appropriability measures. Table Al
presents our estimates of poj

For each matching level the estimated variance-covariance matrix of the
errors in measuring each of the appropriability measures is given in correla-
tion terms. The estimated error variance of each variable is presented in a
separate column, together with the ratio of each variable’s error variance to
its total variance.

[Table Al somewhere here]

The results of re-estimating our equations with an adjustment for at-
tenuation are presented in Table 7. We also tried several other versions of
these equations using our other appropriability measures, but had limited
success: with a full adjustment for attenuation, the ratio of error variance
to total variance is so high for our appropriability variables that for many
of these regressions the adjusted cross-products matrix comes very close to
being singular, introducing the potential for large numerical errors in the
calculation of the estimates, and in some cases would not invert at all.
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Table Al

Appropriability Measures: Estimated Error Variance

Matched by IND

Correlation matrix: Error as fraction
PPP MNP IMC IML Vartance | of total (%)
PPP 1 0.0236 0.0369  0.4163 0.7102 41.5
MNP 1 -0.0455 -0.0941 0.0834 76.8
IMC 1 0.5744 0.5772 879
IML 1 0.0968 94.5
Matched by NSF
Correlation matrix: Error as fraction
PPP MNP IMC IML Variance | of total (%)
PFP 1 0.0603 0.1946 0.2842 0.2931 26.9
MNP 1 0.0016 0.1438 0.0376 85.3
IMC 1 0.5189 0.1672 42.1
ML 1 0.0298 46.7




We tried to avoid this problem by using Fuller’s partial adjustment tech-
nique (see Fuller (1980), and Warren, White, and Fuller (1974)). This entails
testing the smallest eigenvalue ~ of the relevant submatrix against the criti-
cal value of 1+ 1/n and subtract either {(n— a)% or ((ny—1)- &) according
to~ < 1+ 1/nory > 1+ 1/n, which guarantees that the adjusted moment
matrix will be positive definite. {Here « is an arbitrarily chosen constant
introduced to lower the MSE, satisfying k+1 < a € k+4+2n/d, where k is
the number of regressors and d is the average number of degrees of freedom
in estimating &. We chose a = k + 1.)

In the case where ¥ is unknown and unestimable, recourse is typically
made to instrumental variable estimators, with well-known properties. In-
dependently constructed appropriability measures may be valid instruments
for each other if respondent errors are uncorrelated across questions, or if
such correlations are attenuated enough by the within-industry averaging.
The resulting IV estimates are presented in Table 8 in the text.
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B. Definitions of Variables

There are two sources of data, the NBER RNDPANEL data set, which is
fully documented in Cummins, et al. (1985), and the Yale Survey, which is
documented in Levin, et al. (1984).

Variables Derived from the RNDPANEL:

V — Market value of the firm at the end of the year {EOY). This is calcu-
lated as the sum of the value of outstanding long term debt (converted
to a standard maturity of 20 years using the Survey of Current Busi-
ness’ aggregate maturity structure for 1958 and each firm’s history of
net issues, and a matrix of bond prices from Moody’s BAA Corporate
Bond price series), plus the value of outstanding short term debt, plus
the value of outstanding common stock (share price at EOY times
number of shares outstanding at EOQY), plus the value of outstanding
preferred stock (reported preferred dividends paid divided by Moody’s
preferred dividend rate for medium risk companies), less the value of
outstanding short term assets.

A — Total net tangible assets of the firm. It consists of the inflation-
adjusted capital stock (net value of plant), plus inflation-adjusted in-
ventories, plus investments in unconsolidated subsidiaries.

K — R&D stock, compiled from the series of annual R&D expenditures
reported by Compustat, deflated by the RNDPANEL R&D Deflator
series, using a 15 percent depreciation rate. Starting values were cal-
culated on the assumption of an infinite history of previous growth
in R&D expenditures at the same annual growth rate that obtained
between 1972 and 1980. For up to two years of missing values be-
tween 1972 and 1980, the last non-missing year was carried forward
until data became available again. For more than two years of miss-
ing data, annual R&D expenditures were set to zero, and the existing
stock allowed to depreciate towards zero.

NR — The “news” in R&D, calculated as NR = R&D — 0.15K. This is
the current year’s R&D expenditure less the depreciation on the stock
of R&D carried forward from the end of the previous year, valued at
current prices.

SP — The “stock” of patents held by the firm, compiled from annual patent
count data supplied by OTAF using a 30 percent depreciation rate.
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Starting values were calculated assuming an infinite history of previous
growth at the annual rate which obtained for the period for which we
have data. Missing data have been treated as zeros.

Variables From the Yale Survey:

PPP — “Patents Provide Protection” the sum of responses to questions
IA1 and IB1, “do process/product patents prevent competitors from
duplicating” the innovation.

NPP — The “average effectiveness of Non Patent Protection methods”,
the mean score on questions IA3-1A6 and IB3-1B6.

MNP — The “maximal NPP”, the maximum score on questions [A3-1A6
and IB3-1B6.

FPP — The “Fraction of respondents in that industry who answer 6 or 7
to question IB1 (do product Patents provide Protection), less the
fraction who answer 1 or 2.

IML — “IMitation Lag”, the increment in imitation lag due to patents.
This is calculated from questions IIE1-IIE4 and IIF1-IIF4: respon-
dents were asked to estimate the time for a capable firm to effectively
duplicate a competitor’s innovation for the cases of “major” /“typical”,
patented /nonpatented and process or product innovations. Responses
were on a discrete scale “Less than 8 months”, “6 months to 1 year”, “1
to 3 years” etc. We assigned a midpoint value to each of these ranges,
(and 10 years for the extreme response of “Timely duplication not
possible”), and calculated the increment in the reported imitation lag
due to patents by subtracting “nonpatented” from “patented” scores
in each of the eight cases (e.g. IIE1 (time to duplicate major patented
process innovation) minus IIE3 (time to duplicate major nonpatented
process innovation)), summing, and dividing by four to retain natural
units. Thus IML = (({IE1 - IIE3) + (IIE2 — I1E4) + (IIF1 -
ITF3) + (IIF2 — I[IF4))/4.

IMC — “IMitation Cost”, the increment in imitation cost due to patents,
as a fraction of the innovator’s cost. This was calculated in the same
way as IML, using instead questions IIC1-1IC4 and IID1-1ID4. Here
respondents were asked to report the cost for a capable firm to du-
plicate a competitor’s innovation, on a scale running from “Less than
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25 percent” to “Timely duplication not possible”. Again we assigned
a midpoint value to each of the ranges, and 300 percent to the ex-
treme “not possible” response. Specifically, IMC = ((ITE1-1IE3)+
({IE2 - ITE4)+ (ITF1 — IIF3) + ({IF2 - IIF4))/4.

SRP, TRP, SEN, TRN are “stretched” and “trichotomized” versions of
PPP and NPP respectively. “Stretching” is a non-linear transforma-
tion of the scale of responses where the original 1-7 scale is trans-
formed into a 1-29 scale symmetric about the neutral response of 4,
where each movement away from the center is double the previous
move: 1 is twice as far from 2 as 2 is from 3, and 7 is twice as far
from 6 as 6 is from 5. The actual stretching transformation is 1 — 1,
2-+9,3—+13,4—15,5— 17,6 — 21,7 — 29. “Trichotomizing”
is a transformation where scores of 1 or 2 are assigned a value of -1,
scores of 3, 4, or 5 are assigned a value of zero, scores of 6 or 7 are
assigned a value of +1.
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