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ABSTRACT

This paper develops a model of Bayesian learning from online reviews, and investigates the
conditions for asymptotic learning of the quality of a product and the speed of learning under
different rating systems. A rating system provides information about reviews left by previous
customers. A sequence of potential customers decide whether to join the platform. After joining
and observing the ratings of the product, and conditional on her ex ante valuation, a customer
decides whether to purchase or not. If she purchases, the true quality of the product, her ex ante
valuation, an ex post idiosyncratic preference term and the price of the product determine her
overall satisfaction. Given the rating system of the platform, she decides to leave a review as a
function of her overall satisfaction. We study learning dynamics under two classes of rating
systems: full history, where customers see the full history of reviews, and summary statistics,
where the platform reports some summary statistics of past reviews. In both cases, learning
dynamics are complicated by a selection effect — the types of users who purchase the good and
thus their overall satisfaction and reviews depend on the information that they have available at
the time of their purchase. We provide conditions for asymptotic learning under both full history
and summary statistics, and show how the selection effect becomes more difficult to correct for
with summary statistics. Conditional on asymptotic learning, the speed (rate) of learning is
always exponential and is governed by similar forces under both types of rating systems, though
the exact rates differ. Using this characterization, we provide the rate of learning under several
different types of rating systems. We show that providing more information does not always lead
to faster learning, but strictly finer rating systems always do. We also illustrate how different
rating systems, with the same distribution of preferences, can lead to very fast or very slow
speeds of learning.
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1 Introduction

The fraction of consumer purchases performed online has reached 8.9%, and now accounts for
$100 billion. Amazon, alone, now has over 70 million prime customers As important as the
lower costs of online transactions are the potential benefits of online information sharing. For
instance, many platforms such as Amazon, eBay or Airbnb encourage users to provide reviews
and present to potential new customers/users summaries of reviews by past users. It would not
be an exaggeration to say that the success of many of those platforms depends in large part on the
informativeness of their reviews, since otherwise users would not know which sellers to trust and
may often be unable to gather enough information about some of the product choices available
to them. Despite the centrality of such online reviews, there is relatively little work investigating
the specific challenges such systems face and their efficacy in aggregating dispersed information
of diverse users.

We construct a simple benchmark model of Bayesian learning from past reviews. For simplic-
ity, we consider an online platform selling a single product of unknown quality, which is either
high or low, and assume that the platform also provides a rating system, consisting of options for
reviews for users and a rule for aggregating these reviews. Examples of rating systems include:
full history systems (where the reviews of all past users, and their exact sequence, are presented to
current potential users), and more realistically, summary statistics systems (where some summary
statistics of the reviews of past users are shown to potential new users). The options for reviews
include different scores (“like” vs. “dislike” or number of stars) from which users can choose.

Potential users know the rating system of the online platform and decide whether to enter
the platform. Upon entry, they observe their taste parameter, which determines how likely they
are to like the product in question, obtain information about the product according to the rating
system, and decide whether to purchase it or not. Following purchase, they experience their utility
from the product, which also depends on the realization of an additional ex post idiosyncratic
preference parameter, and may decide to leave a review. Whether they leave a review and which
score they choose depends on their ex post utility relative to some pre-specified thresholdsE] Using
this model, we investigate how well (and how rapidly) the information of users is aggregated by
various rating systems.

Our analysis has three main contributions. First, we identify a new challenge to learning,
which we call the selection effect, likely to be particularly relevant in the context of online reviews.
Because users know part of their preferences before purchase, those making a purchase are “se-
lected” according to their taste parameters. Moreover, this selection becomes more pronounced
when the information about the product is not very favorable — e.g., only those very biased to-
wards a particular type of book or service would consider buying it if past purchasers have very

negative assessments of its quality. The selection effect is different from the difficulty faced by

1'US Census Bureau News, U.S. Department of Commerece.
In much of our analysis, we take these thresholds as given, and return to a discussion of how they are determined
at the end.



models of observational learning, such as |Bikhchandani et al.| [1992], |Welch! [1992] and Banerjee
[1992], which we discuss in greater detail below. In observational learning models, agents may not
be able to learn the underlying state because of “herding” — the possibility that the informative
signals of past users cease to affect their behavior because they are themselves following the in-
formation of others. In contrast, here, herding issues do not arise because users base their reviews
on their own experience, and the information they receive while making their purchase does not
directly affect this experience. Instead, the challenge for users is to disentangle past users’ pref-
erences concerning the product from their information relayed through reviews. We clarify the
conditions under which asymptotic learning — which enables users to obtain very accurate esti-
mates of the underlying quality from sufficiently many reviews — occurs, and highlight the role
of Bayesian updating in undoing the implications of the selection effect. In particular, with naive
agents who do not recognize the presence of the selection effect, we show that asymptotic learning
typically fails.

Second, in addition to conditions for asymptotic learning, we investigate the speed of learning.
In particular, both in the full history and summary statistics cases, we show that learning is ex-
ponentially fast and provide a tight characterization of the speed (or the rate) of learning as a
function of the Kullback-Leibler (KL) divergence between the probability distribution of reviews
conditional on high vs. low qualityE] In addition, because of the aforementioned selection effect,
these probability distributions depend on the “public belief”, which summarizes the assessment
of past users concerning the quality of the product. The exact form of this dependence varies be-
tween the full history and the summary statistics cases, highlighting how the difficulty of dealing
with the selection problem depends on the exact information structures.

Our results on the speed of learning are not just of methodological interest. A rating system
that aggregates the dispersed information of past users accurately but extremely slowly would
not be very useful to an online platform that rely on potential users having this information in
real time. In fact, we show that the revenues of the platform are higher under a rating system
with higher learning speed, which confirms that the platform’s incentives are in fact aligned with
accelerating learning.

Third, we also provide a number of results on what types of rating systems lead to faster ag-
gregation of information. We show that, in general, providing more information to users does
not guarantee faster learning. In fact, some summary statistics may lead to more rapid learning
than allowing users to see the full history of past reviews. Nevertheless, we also show that “strict
refinements” of the review system (which increase the granularity of the information provided by
the rating system) lead to faster learning. Examples of such strict refinements include a change in
the rating system so that different types of reviews that were aggregated previously are now disag-

gregated, and replacing averages of past reviews with more detailed information about fractions

*The role of KL divergence in this context is intuitive. Asymptotically, the problem of each individual is similar to
a binary hypothesis testing problem (Cover and Thomas|[2012, Chapter 11]), though with one important complication:
the observations are not conditionally independent, which we overcome by using a different line of proof and show
that the speed of learning is still related to KL divergence.



of past customers leaving different reviews. We also illustrate that, for a given set of underlying
preference and information parameters, different rating systems can lead to very slow or very fast
learning.

Throughout we carry out the analysis separately for the full history case, which enables us to
use the martingale convergence theorem and related tools, and for rating systems with summary
statistics, which necessitate a very different and novel approachﬁ Asymptotic learning takes place
under very mild assumptions with full history, and requires somewhat more restrictive, but still
reasonable, assumptions when the rating system provides summary statistics. This difference is
because having access to the full history of reviews enables users to undo the implications of the
selection effect mentioned above, while the selection effect becomes more challenging when users
have access only to summary statistics. Perhaps surprisingly, conditional on asymptotic learning,
the speed of learning is given by a similar logic and similar expressions in the two cases, even
though the exact speed of learning could differ quite significantly in these scenarios.

Our work is related to several literatures. First, as already mentioned, we build on, but are
very distinct from, the Bayesian observational learning literature pioneered by Bikhchandani et al.
[1992], Welch! [1992] and Banerjee| [1992], where each agent sees the actions of some or all past
agents. Smith and Serensen|[2000] provide a comprehensive analysis of such models when indi-
viduals observe all past actions (see also |Banerjee and Fudenberg [2004]), while /Acemoglu et al.
[2011]), [Lobel and Sadler| [2015al], |[Lobel and Sadler| [2015b], Mossel et al.|[2014] and Mossel et al.
[2015], among others, study Bayesian observational learning when agents observe a subset of past
actions determined according to a stochastic networkﬂ Our main innovation relative to this liter-
ature is the selection effect (which emerges as the main barrier to learning in our model), and our
characterization of the speed of learning.

We are not aware of any comprehensive study of the speed of learning in Bayesian models of
observational learning. The partial exceptions are Acemoglu et al.|[2009], which studies the speed
of learning in the baseline observational learning model when each agent observes the previous
action and when each agent observes one randomly drawn action from the past;[Hann-Caruthers
et al.|[2017], which compares the speed of learning in the baseline observational learning model
when each agent observes the previous action versus the case in which they also observe past
signals; |Harel et al|[2014], which studies the speed of learning in a setting where finitely many
agents repeatedly observe each other’s actions; and |Vives| [1993], |Vives [1995]], and /Amador and
Weill [2012], which focus on the speed of learning in rational expectations equilibria, where agents
learn from prices.

Our paper is also related to a few works on review and rating systems. Most relevant is Ifrach

et al|[2014], which studies a setting similar to the full history version of our model with pricing,

*Namely, we construct two distributions, one majorized by the distribution of our summary statistics conditional on
high quality, and one majorizing the distribution of our summary statistics conditional on low quality, and show that
these two distributions are asymptotically separated.

5See also Tay et al.|[2008] and Drakopoulos et al.| [2013] for distributed detection models, where some of the same
issues as in the baseline observational learning models may prevent learning.



and investigates the implications of the pricing strategy of the seller on learningﬁ Their model pro-
vides guidelines for pricing in this setting, but it neither features the selection effect nor considers
summary statistics nor characterizes the speed of learning. Less directly related but still relevant
are: Che and Horner|[2015], which studies the optimal review system to encourage experimenta-
tion by early users; Horner and Lambert| [2016], which investigates the trade-off between the in-
formational role of reviews and their impact on the seller’s effort on quality; and |Garg and Johari
[2017], which studies the implications of pairwise comparisons on online reputation buildingﬂ

The rest of the paper is organized as follows. In Section 2} we introduce our model. In Section
we formulate both customers’ and platform’s problems and define an equilibrium. Sections [4]
and |5 provide conditions for asymptotic learning and characterize the speed of learning under
full history and summary statistics, respectively. Section [f] presents several results on the effects
of the design of rating systems on the speed of learning. Section[7]concludes, while we present the
proofs of all of our results in the Appendix.

2 Environment

We consider a platform that is selling a product to a set of customers/users. The true quality
of the product is unknown to both the customers and the platform. The platform has a rating
system, which collects reviews from previous customers and provides a rating of the product
(which could be a summary statistic of these reviews or their entire history) for future potential
customersﬂ New customers decide whether to join the platform. Upon joining, they observe
their ex ante valuation and the information from the rating system of the platform, and decide
whether to purchase the product. After the purchase decision, their utility from this product,
which depends on true quality and an additional ex post idiosyncratic preference term, is realized,
and they decide whether and what review to leave.

2.1 Customer Utility and Decisions

We assume that the true quality of the product is binary, corresponding to low or high quality, and
denote it by Q* € {0,1}. A sequence of potential customers decides whether to join the platform
to collect additional information about the product and potentially to purchase it. In particular,
one customer arrives at each time and is denoted by the time of her arrival, ¢ € N. Customer ¢

faces an entry cost drawn independently from a continuous distribution F,. After observing this

6Crapis et al, [2016], Vaccari et al.| [2016], and Besbes and Scarsini| [2015] study various non-Bayesian models of
learning from reviews.

"There is also a small empirical literature on reviews, including Blake et al. [2016], [Talwar et al.|[2007], [Li and
Hitt| [2008]], Latky| [2014], [Mayzlin et al. [2014], and |Chua and Banerjee|[2016]. Though the motivations and the exact
strategies of users when they leave reviews are complex, the evidence is broadly consistent with the notion that reviews
are informative about the underlying quality of the product or provider and also reflect various idiosyncratic factors.

8Throughout, we refer to the scores or other information left by customers as “review,” and to the aggregate of these
reviews provided by the platform as “rating”.



cost (and with the full knowledge of the rating system being used by the platform and the price of
the product), the customer decides j; € {0, 1}, designating whether she has joined the platform.
The utility of customer ¢ from purchasing the product is

9t+€t+Q_p7

where p is the price of the product; 6, is an ex ante idiosyncratic preference (valuation) term,
drawn independently for each customer from a continuous distribution Fjy; and (; is an ex post
idiosyncratic preference term, drawn also independently from a different continuous distribution
F¢. Note that this is the “gross” utility of the customer, since we have not subtracted the cost of
joining the platform ¢, which is already sunk at this point (the “net” utility can be obtained by
subtracting c¢; from this expression). The “gross” utility from not purchasing the good is normal-
ized to zerol

After entry into the platform (j; = 1), the customer observes her ex ante valuation §; and
the rating of the product provided by the platform based on past reviews. After receiving this
information, she decides whether to purchase the product, which is denoted by b; € {0, 1}.

If she decides to purchase (i.e., by = 1), she experiences her full utility (or equivalently, she
observes the true quality of the product and her ex post preference term (;). At this point, the
consumer decides whether to leave a review of the product and what review to leave. We assume
that the rating system of the platform allows one of — K7, .. .,0,..., K3 reviews, with 0 interpreted
as leaving no review. For most of the paper, we assume that all customers have thresholds denoted
by Ak, < -+ <A1 < A1 <--- < Ag,, and their reviews will be determined by the location of
their utility relative to these thresholds. In particular, customer ¢ chooses review r; such that

—Ki, O +G+Q—p< Ak
Te= 91, Aic1 SO +G+Q—p< N, — Ky <i<Ky, ()
Ko, O +G+Q—p> Ak,

In what follows, we will often refer to the most favorable review K5, as “like,” and sometimes
refer to the least favorable review — K7, as “dislike”.

We also note that the idiosyncratic preference terms, 6; and (;, are customer t’s private infor-
mation.

Throughout our analysis, we assume that the thresholds for reviews, A\_k,, ..., Ak, are fixed,
same across customers, and publicly known. But this assumption is only for notational conve-
nience. We could alternatively assume that these thresholds are given by A g, + v - ,..., A1 +
Vi, ..., Ak, + Vi, where the v terms are iid draws across individuals and thresholds, and are not

observed by other agents. It is straightforward to see that in this case, the analysis applies without

°The important restriction implied by this form of customer utility is that there is a common “quality” that all
customers care about. The additive structure also implies that they all care about it with similar intensity; this feature
can be relaxed without changing our main results.



any modifications with the ex post idiosyncratic preference term (;, being replaced by the sum of
¢+ and —v terms. We return to a discussion of endogenous thresholds at the end of the paper.
We adopt the following “richness” assumption which guarantees that all reviews have a non-

zero probability.

Assumption 1 (Richness). The random variables, c, 0 and ¢, have continuous cumulative density func-
tions and the support of C is sufficiently wide to ensure that all possible reviews have positive probability;
ie.,

C+O—p>Ag,and{+0+1—p <Ak,

where the support of 6 is denoted by [0, 0] and the support of ¢ is denoted by [, (].

2.2 The Rating System

The platform observes purchase decision b; as well as review decision ;. We let by € {N} U
{—Ki,...,K>}, where hy = N designates “no purchase” by customer ¢, i.e., by = 0. We call h;
the action at time ¢. The history available to platform at time ¢ is H; = {hq,...,hs—1} and by
convention H; = (). The platform has a rating system denoted by €2, which at time ¢ maps the
history of reviews by customers into a rating—which could be the same as the history itself or as
summary statistic of the reviews. We denote the rating available for customer ¢ by €2;. Examples
of ), include: (i) full history Q; = H;, and (ii) fraction of “likes”, i.e., fraction of K3 reviews among
all customers, and (iii) fraction of “likes” among “likes” and “dislikes”, i.e., fraction of K5 reviews

among — K and K reviews.

3 Customers’ and Platform’s Problems

We next introduce the optimization problems of customers and the platform. Our key assump-
tions are that both sets of agents maximize their utility and are Bayesian. This essentially amounts
to looking for a perfect Bayesian equilibrium of the dynamic incomplete information game between
the platform and the customers: all agents maximize their expected utility, and their expectations
are given by Bayes’ rule whenever possible (i.e., whenever the event in question has nonzero
probability). Though the extent of strategic interactions in our setup is limited, customers still
need to reason through the review decisions of previous users in order to form their beliefs about
the underlying quality of the product.

3.1 Customers’ Problem

We break the customers’problem into an entry, a purchase, and a review decision as illustrated in
Figure
Entry Decision: before joining the platform, a customer only knows the price p, the cost ¢;, and the

rating system 2 (not the realization of 2;). In particular, she does not know the number of people
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Figure 1: Entry, purchase and review decisions: the entry decision, j;, is based on price, the rating
system, and the cost of entry according to Eq. (2). The purchase decision, b;, is based on price,
the realization of the rating of the product, and the private ex ante valuation according to Eq. (3).
The review decision, r, is based on price, the true quality of the product, the ex ante and ex post
valuations according to Eq. (I).

who have joined the platform before her and has an improper uniform prior on this numberm

Therefore, in a perfect Bayesian equilibrium customer ¢’s entry decision is given by

Jt = al"gjg%%}f} 1{j =1} (B 0,,00.,¢ [1{b: =1} (0 + G+ Q — p)] — ), ()

where E; 0, 0,6, ,¢, is the Bayesian expectation over all random variables.
Purchase Decision: after joining the platform, customer ¢ observes the realized rating 2;. Based on
4, she forms a belief regarding the quality of the product as

When customer ¢ joins the platform, she also observes her ex ante valuation ;. Therefore, in a

perfect Bayesian equilibrium, customer t¢’s purchase decision is given by

by = arg, max, 1H{b=1}Eqgc [0: +G+Q—p| Q) = arg, max, 1{b=1}(6; +E[¢]+q —p).
3)

This maximization problem makes the selection effect, described in the Introduction, apparent. If ¢;
is very low, only agents with high 6; will choose b; = 1.

Review Decision: after a customer purchases the product, she observes the true quality Q* € {0, 1}
as well as her ex post valuation from the product (; based on which she leaves a review as given

in Eq. (I).

3.2 The Platform’s Problem

The platform does not know the true quality of the product and we also assume that it does not

control the price (which is set by a seller). Its only decision is the rating system, 2. Its revenues

"We can relax this assumption, which plays no role in our analysis of learning and the speed of learning (at that
point the customer does know her place in the sequence). This assumption is only used in our analysis of the platform’s
maximization problem in subsection



come from advertisements or other benefits that it derives from potential customers joining the
platform. We assume, in particular, that it receives a fixed revenue for each customer that decides
to join. Therefore, the platform’s problem is to maximize the expected number of customers who
join the platform.

In Section [6| we show that the platform’s revenue is maximized by choosing a rating system
with the highest speed of learning. Intuitively, this is because a rating system that ensures faster
learning provides greater expected utility to potential customers, encouraging them to join the
platform. Before establishing this result, we show that under mild assumptions, the relevant set
of rating systems guarantee asymptotic learning and we characterize their speed of learning. We
separately study learning dynamics for a rating system that provides the full history of reviews

and rating systems that provide summary statistics of past reviews.

4 Full History

With full history, the rating system provides the entire history of previous actions, i.e, {2 = HtErI
We show that under Assumption [1, as long as potential customers do not stop purchasing the
product, this type of rating system guarantees asymptotic learning (almost sure convergence of
beliefs to the true quality of the product). We then characterize the speed (rate) of learning.

We refer to the probability that the underlying quality is high given the history of reviews up
to time ¢ as public belief at time ¢, and denote it by qt Clearly,

QtZP[Q:HHt]-

Customer ¢, who receives this information from the rating system, can compute this public belief
by Bayes’ rule. In fact, given full history, each customer can compute (and thus knows) the public
belief at any time s < ¢.

We denote by [; the likelihood ratio of this belief, i.e.,

qt :P[QZI\H}]
l—q¢ PQ=0]H]

I, 2

Therefore, the likelihood ratio at time ¢ is

L _Wszm:PWﬂQzﬂ_ﬁPwszLm]

T 1-¢ PQ=0H] PHI|Q=0 MUPhlo=0H]

s=1

Note that [; is a sufficient statistic of H; for (estimating) Q.

"In particular, we are assuming that the history also includes the “no purchases” and “no reviews”. This assumption
is adopted to simplify the notation in our baseline analysis. We show at the end of the section that all of our results
translate to the case in which the history only includes information about those who have left reviews.

2We follow the observational learning literature in referring to ¢ as the “public belief”. This emphasizes that under
full history, all customers s > ¢ can accurately infer this belief.



4.1 Learning Dynamics

We next show how the public belief evolves for customer ¢ + 1. Customer ¢ + 1 observes h; (and
not 6; and (;) based on which she updates her belief as

b PIMQ =11
" P[hil@=0,1]"
where using Eq. (1) and Eq. (3) we have
Plg: +0; +E[¢] —p < 0], hy =N
Pl +0: +E[(] —p> 0,0 + G+ Q —p < Ak ], hy = —K1
Pm|Q, U] = . .
Plgt +0: +E[(] —p>0,M1 <O+ G+Q—p<N], —Ki<i<Kyh =i,
Pl +6: +E[C] —p = 0,0t + G+ Q —p = Ao, hy = K.
(4)
Therefore, the dynamics of public belief is captured by the following random process
Ph|Q = 1,1]
liy1 =l X ——————, wp.PhlQ=Q" ], he {N}U{-Ky,..., Ko},
t+1 = bt P[hQ = 0,1,] p- P[r|Q = Q% 1] {NYU{-K; 2}

where Q) is the true quality of the product.

4.2 Asymptotic Learning

We next show necessary and sufficient conditions for learning the true quality. We recall that 6 is
the upper support of the distribution of 6.

Theorem 1. Suppose Assumption (1| holds.

(a) If0 + E[¢] — p > O, then there is asymptotic learning, i.e., g — Q* almost surely.

(b) If 0 + E[C] — p < O, then there is a positive probability with which purchases stop and asymptotic
learning does not occur.

The proofs of all our results are provided in the Appendix.

The theorem shows that the condition 8 + E[¢] — p > 0 is sufficient for asymptotic learning.
When this condition does not hold, with positive probability all potential customers stop buying
the product and asymptotic learning fails. This can be seen by noting that at the time of the
purchase, the most positive assessment of expected quality will be from customer with the highest
ex ante valuation 6, and is 6 + E[¢] + ¢ — p, where ¢ is the public belief at the time of purchase.
When 0 + E[¢] — p < 0, there exists a sufficiently low value of ¢ such that § + E[¢] + ¢ — p < 0,
implying that once beliefs reach this pessimistic level, even customers with the most positive ex
ante valuation stop purchasing, and thus beliefs remain stuck at ¢q. Conversely, however, when

condition 6 + E[¢] — p > 0 holds, even for very pessimistic beliefs about the underlying quality,

9



some customers purchase the product and this generates sufficient information for asymptotic
learning.

Since our interest is in the speed of learning, in what follows, we impose:
Assumption 2. 0 +E[(] —p > 0.

It is also instructive to revisit the difficulty faced by the agents in their updating decisions. As
explained in the Introduction, this difficulty has its roots in the selection effect — the fact that the
unobserved ex ante valuations of those who have previously purchased the good are correlated
with their public belief. One way of seeing the role of the selection effect is to consider a “naive”
learning rule, which simply considers the averages of past reviews, without attempting to correct
for the fact that the set of customers leaving reviews was determined by the information available
to them. Formally, we define a g-naive learning rule as an updating rule that aggregates past
reviews holding the public belief fixed at some level g. The naivety of this rule comes from the
fact that it does not take into account how the ex ante valuations of past customers change with
the public belief at the time. The evolution of beliefs under a g-naive learning rule is given by

1—q B =
The next proposition shows that asymptotic learning fails with naive learning rules.

Proposition 1. Suppose Assumptions|[I|and[2|hold. Provided that

Plh]g=qQ=0]
Bheriimomn B3 Ty =g o 1]) < - ©)
there is no asymptotic learning with a g-naive learning rule when Q* = 0, and provided that
Plhlg=qQ=1]
Rl [P[h =aq=0] =" ©

there is no asymptotic learning with a g-naive learning rule when Q* = 1.

This proposition thus shows that under conditions and @, naive customers, who do not
recognize the selection effect, will not learn the underlying quality. To understand these condi-
tions, let us consider the case where Q* = 1 so that the relevant condition is @ The term in
square brackets is the likelihood ratio of history h under Q = 1 relative to = 0 holding the
public belief at ¢ = ¢. The expectation of this likelihood ratio formed under correct public beliefs
(that is, under ¢ = 1) is always greater than 1, and this ensures asymptotic learning with Bayesian
agents. However, when ¢ = ¢ < 1, this expectation can be less than 1. To see when this will be the
case, consider a rating system with only two review options, “like” and “dislike”. Then condition
@ isequivalenttoP[h = K2 | ¢=1,Q = 1] <P[h = K2 | ¢ = ¢, Q = 0]. This condition is satisfied
if there is a sufficiently strong selection effect — if the entry of customers with relatively unfavor-

10



able ex ante types when ¢ = 1 makes a “like” (K>) review less likely under @) = 1 than it would be
with ¢ = gand @ = 0.

In contrast to this result, recall that Theorem [I|has shown that Bayesian updating always leads
to asymptotic learning with full history. This is because with access to the full history of reviews,
Bayesian agents can form a correct assessment of the public beliefs of all past users and thus undo
the selection effect. For example, in the case with the two review options, the relevant comparison
for Bayesian agents is P[h = Ky | ¢ =1,Q = 1] vs. P[h = K3 | ¢ = 1,Q = 0], and because the for-
mer is always greater, asymptotic learning is guaranteed. Put differently, Bayesian agents success-
fully filter out the correlation between reviews at time ¢ and the distribution of ex ante valuations
of potential customers who would have purchased at time ¢, and this removes the selection effect
and ensures asymptotic learning. We will see in the next section that, without access to the full
history of reviews, dealing with the selection effect becomes more challenging, though Bayesian
customers will still be able to learn the underlying quality under some additional, relatively weak
conditions.

We should also note at this point that the intuition for asymptotic learning in Theorem(l]is very
different than in the baseline model of observational learning (in particular, Smith and Serensen
[2000] and [Acemoglu et al.| [2011]). In these prior works learning occurs if the signals are un-
bounded, meaning that there is a positive probability of a very informative signal. This ensures
that “herding,” where all agents follow the action suggested by the public belief, disregarding
their own information, is not possible. In contrast, there is no possibility of herding here, because
agents leave reviews after experiencing the true quality. Instead, as we have just discussed, the
present challenge is to filter out the selection effect, which Bayesian agents can always do when
they have access to full history.

4.3 Speed of Learning

We next characterize the speed of learning under the full history rating system, i.e., {2y = H; for all

t. For this purpose, we introduce the Kullback-Leibler (KL) divergence between two distributions.

Definition 1 (KL divergence). Suppose i and v are two distributions on a measurable space X.
Kullback-Leibler divergence is defined as

E. [log (fl—“)] , n<Lv
D(pllv) £ Y
0, o.W.,

where ;1 < v means y is absolutely continuous with respect to VFEI In particular, if ;z and v are two

3 A measure p is absolutely continuous with respect to another measure v if u(E) = 0 for every set with v(E) = 0.
Also, throughout, log refers to logarithm with base e.
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distributions on a finite set X', KL divergence becomes

D(ll) 2 3 () log (“(“) |

reX V('r)
The next theorem characterizes the rate of learning under full history.

Theorem 2. Suppose Assumptions[I|and 2| hold. Then learning is exponentially fast, i.e., almost surely q;
converges exponentially fast to Q*. Moreover, for Q* = 0, we almost surely have

o1
Jim ~logge = ~D (B[lg = 0,Q = 0] [P[lg = 0,Q = 1),

and for Q* = 1, we almost surely have

Jim ~log(1 —q) = ~D(PLlg=1,Q = 1] [P[lg=1,Q = 0)).

In what follows we use rate of learning and speed of learning interchangeably to refer to the
exponent with which belief converges to the true quality.

This theorem establishes that learning under full history is exponentially fast, and moreover,
its exact rate is governed by the KL divergence between the probability distribution of possible
actions (i.e., h € {N} U {—Kj,...,K>}) when the underlying quality is Q* and the public belief
is asymptotically equal to ¢ = Q* and the probably distribution of observing the same sequence
when the underlying quality is 1 — Q*. There are three components to the intuition for this result.
First, the fact that the learning is exponentially fast follows from the ability of customers to over-
come the selection effect, which then enables them to combine the information of the ¢ signals (for
customer ¢ + 1) they are receiving from the reviews of past customers.

Second, the exact speed of learning is given by KL divergence. This is also intuitive. We can
think of the problem of distinguishing ¢ = 0 from @ = 1 as a binary hypothesis testing prob-
lem. The best error exponent for a binary hypothesis testing problem from independently-drawn
samples is given by the KL divergence between the probability distributions of these samples
conditional on the two hypotheses (e.g., (Cover and Thomas|[2012, Theorem 11.8.3]). Technically,
in our case the sequence of reviews does not correspond to an independently-drawn sample be-
cause of the selection effect — the current belief affects the distribution of types that will purchase
and thus the probability distribution of reviews. Nevertheless, as ¢ — @Q* almost surely, we can
bound the effects of this dependence and still derive the KL divergence as the measure of the dis-

tance between the two relevant probability distributions determining the speed of learning. More

)

specifically, note that when Q* = 0,

t
frplest=tng 2 Zl{h”h}log(mhmg@:o
he{N}U{-Ki,...,K2} s=1
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If we could apply the strong law of large numbers with ¢, = 0, this would imply

[h|q=0,Q=1]>
[h]q=0,Q=0]

1 P
Jim = logly = > IP’[hl61—0,62—0]105-?;<IP>
he{N}U{-K1,...,Ka}

=D (P[g=0,Q=0]|[P[]g=0,Q=1]).

Though we cannot directly apply the strong law of large numbers, we can bound the departure
from independence by sandwiching /; between two stochastic processes with independent incre-
ments, both converging at the rate stated in the theorem.

Finally, it is also worth noting that both probability distributions in the KL divergence con-
dition on ¢ = Q*. This is because, under full history, each customer correctly reasons about the
public belief of previous users, which is converging to Q*. It is this feature of the full history rating
system that enables the effective filtering of selection effect, and will contrast with our analysis of

the case of summary statistics, which we present in the next section.

4.4 When Customers Observe a Subset of Previous Actions

We end this section by showing that the results presented so far directly generalize to the case in
which the history available to potential customers only includes a subset of actions. For instance,
the history available to potential customers may only include reviews (and no information about
those who have not purchased the product or have not left a review). Formally, we consider a
subset of all possible actions {N} U {Kj,..., Kz} denoted by 7, and denote a partition of T" by
Ti,....,Tp,ie, T =UX Tyand T, N T; = 0, i # j € [m]. We also use the notation 7 to denote
the subsequence of time ¢ at which users observe an action in 7" (e.g., if customers observe past
reviews, 7 corresponds to the number of reviews so far). In other words, the history observed by
the customer acting after 7 — 1 is { le, e BT,l}, where hy = i if the s-th action in T belongs to T;.
Customers do not observe any other event, and have uniform priors over the times at which there

have been unobservable actions. The next proposition generalizes Theorem 2 to this case.

Proposition 2. Suppose that Assumptions|[I|and 2 hold, and that customers only observe actions in T and
have uniform priors over the times at which actions that are not in T" have taken place. Then, there is again

asymptotic learning. Moreover, for Q* = 0, we almost surely have

1
lim ~logg. = —D (P[- | h € T,q=0,Q = 0] |[P[- | h € T,q = 0,Q = 1]),

T—00 T

and for Q* = 1, we almost surely have

lim L log(1—g:) = —D (P |[he T,q=1,Q =1]|[P[ |heT,q =1,Q =0]).

T—00 T

To understand this result, consider a customer at time ¢ that observes a history with 7 actions in

T. This customer does not know the number of past users who have joined the platform between
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the most recent action in 7" and her time. However, she knows exactly the belief of any user who
has taken an action in 7" because she observes the same history as this user, and she can filter out
the selection effect and aggregate information of all past customers who have taken an actionin 7',
which is sufficient to ensure asymptotic learning. The speed of learning is modified in view of the
fact that the information of customers who are not taking an action in 7" is not being transmitted,

but is still given by a similar KL divergence term.

5 Summary Statistics

In this section, we focus on more realistic rating systems where the platform provides summary
statistics of reviews by past customers. We then establish asymptotic learning in this case under an
additional assumption (which is needed because filtering out the selection effect is more difficult

without access to full history), and subsequently characterize the speed of learning in this case.

5.1 Learning Dynamics

We now focus on rating systems in which there exists a vector of summary statistics S, providing
various summaries of past reviews. As in our analysis in subsection with summary statistics
customers will not see the full history, and we again find it convenient to index them not by the
time of their arrival, but by the number of actions that have taken place so far (i.e., actions that
are in the set T" defined in subsection[4.4). In our leading case, this will be the number of reviews
left so far, denoted by 7. We also assume that customers know their 7 (and not their exact place in
the original sequence, and as in subsection have uniform priors over their exact place in the
sequence). Therefore, for consumer indexed by 7, the rating system takes the form 2, = S, and
reports information from the first 7 — 1 reviews.

To define the summary statistics, we consider a partitioning of all review options { — K7, ..., Ka}\
{0} (recall that 0 represents “no review”) denoted by 7' = U" ; T;. A summary statistic is a vector
S, € R™ with its i-th entry representing fraction of those reviews in T; that has occurred among
all reviews, i.e. i

N ‘
S-(i) = - ;l{hs eT;}, i€[m)].

The following are examples of rating systems with summary statistics:

e The fractions of each one of K; + K> reviews are reported. In this case, S; € R where
m=K;+Ky,and T = {Tl, . ,Tm} isT) = {—Kl}, .. -;TKl = {—1},TK1+1 = {1}, ...,and
TK1+K2 = {KQ}

e “Likes” among all reviews meaning that the rating system reports only the fraction of re-
views that give the highest score, h = K, out of the available K; + K5 options. This rating

1“With this definition, for any 7 > 0, wehave > 7" | 8. (i) = 1. Therefore, one of the entries of vector S is redundant.
This is chosen to simplify the notation used in the analysis and does not change any of our results.
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system is represented by S, € R? where

ST(l) = 71_27-: 1{hs = KQ}/ and ST(Z) =1- ST(l)‘ )

s=1

We will also discuss other, albeit perhaps less realistic, rating systems which provide infor-
mation about fractions of reviews among all purchases (including the customers who have pur-
chased the good in question, but have left no review in the denominator) and among all cus-
tomers who have joined the platform. For example, when we focus on all purchases, with a slight
abuse of notation, we will use 7 to denote the number of purchases, and we consider partitions
of {—Kji,..., K>} (rather than partitions of {— K7, ..., K2}\{0}). A particularly simple version of
such a rating system would be one that reports “likes” among all purchases which can also be
represented by Eq. , but with 7 now corresponding to the number of purchases.

Similar to our analysis of the full history case, we denote the expectation of the underlying
quality @, conditional on the information available from the rating system S, by ¢,. In other
words, ¢ = P[Q = 1| S;]. The likelihood ratio implied by this belief is then
¢ _PR=1[S] P[S,[Q=1]

“ g PQ=0S] B[S [Q=0] ®

I

Crucially, however, unlike the full history case, ¢, is no longer a public belief — future customers
who do not have access to S; neither observe nor can compute ¢,. For this reason, the likelihood
ratio [, is no longer a martingale, and we need to develop a different approach for analyzing the
dynamics of beliefs and their asymptotic propertiesE]

With this objective, let us write the governing stochastic process for S; given the true quality

Q* as
T 1
ST+1:T+IST+7_+1YT+17 vr >0, (9)

where Y, € R™, and
Yq—+1:ei7 wpIP’[hGTMhGTaquQ*];

where e; € R™ is the i-th canonical basis (i.e., e, = (0,...,0,1,0,...,0), only with its i-th entry
being equal to 1).

We should note that the same challenge that was discussed in the previous section is present
here, i.e., in finding posterior probabilities in Eq. (8), Bayesian customers must take into account

that there have been some unobserved actions that do not belong to 7'.

BIn Lemmain the Appendix, we show that, given uniform priors on unobserved actions, Eq. (8) holds exactly when
users apply Bayes’ rule fully recognizing that there may have been other customers whose actions are not recorded in
the summary statistics (e.g., because they have not purchased or have not left reviews).
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5.2 Asymptotic Learning

Let us use G1(i, q) (respectively, Go(i, ¢)) to denote the probability of Y, = e; given belief ¢ and
@ = 1 (respectively, @ = 0). Therefore,

Gili,q) =PlheTi |heT.q,Q=1], icm],
Goli,q) =PlheTi [heT,q,Q=0], ic[m], (10)

where [m| denotes the set {1,...,m}. Since T1,...,T), form a partition of T, for any ¢, we have
2t Gili ) = 0L Golisg) = 1.

As explained in the previous section, the selection effect becomes more difficult to handle
without full history. Recall that with full history, a customer knows the public belief at each point
in the past, and thus can work out the average ex ante valuation of those who purchased at that
point, enabling her to correct for the selection effect. This is no longer possible with a rating
system that provides summary statistics, because a customer does not know the belief of previous
customers. Nevertheless, we will show that asymptotic learning still obtains provided that the
following additional assumption is imposed.

Assumption 3 (Separation). A rating system (77, ..., 7},) has the separation property if there ex-

ists i € [m] such that ranges of G (i, -) and Gy (4, -) are separated, i.e., either

243y ©1 (0 > gy Gulha) o i, Goli) > s, G0
The separation property ensures that, whatever the value of the belief ¢, the asymptotic dis-
tribution of at least one dimension of the summary statistics has support when the underlying
quality is high that is everywhere above (or below) the support when the underlying quality is
low. This separation property enables customers to correctly identify the underlying quality of
the product despite the selection effect.

Theorem 3. Suppose Assumptions and [3| hold. Then, there is asymptotic learning, i.e., ¢ — Q*

almost surely.

Intuitively, given a summary statistic S;, customers form their beliefs based on the likelihood
of S; given ) = 0 and @ = 1. If the probability distributions of summary statistics given = 0
and @ = 1 both assign positive probabilities to the same events, then conditional on the realization
of these events (e.g., certain fractions of reviews), it would be impossible for customers to learn
the underlying state almost surely. Conversely, consider the case in which these two probability
distributions are separated. Specifically, without loss of generality, suppose that for some i € [m],
G1(i,-) is above Go(i,-). As T grows, the marginal distributions of S; (i) conditional on @ = 0
and @ = 1 overlap with smaller and smaller probabilities, and depending on the value of S, (i) as
T — 00, customers can learn the underlying state almost surely.
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Figure 2: (a) G1(1, ¢) and Go(1, ¢) as a function of ¢ € [0, 1] (b) distribution of fraction of “likes "for
@ =1and Q = 0 for 7 = 100.
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Figure 3: (a) G1(1, ¢) and Go(1, ¢) as a function of ¢ € [0, 1] (b) distribution of fraction of “likes "for
Q =1and Q = 0 for 7 = 100.

We will next show via an example that if the “separation assumption” does not hold, then

asymptotic learning fails.

Example 1. We consider a rating system that reports the fraction of “likes” among all reviews,
ie, T' = {—Ky,...,Ko}\{0}, Ty = {K3}, and T, = T \ T}. The probability distributions of this
summary statistics conditional on the underlying state Q and belief ¢, G1(1,¢q) and Go(1, q) are
shown in Figure 2a), which illustrates that these distributions are not separated (and neither are
Gi1(2,q9) = 1—-Gi(1,q) and Go(2,q9) = 1 — Go(2,q)). In the Appendix, we show that asymptotic
learning does not occur in this example: given the lack of separation, the likelihood ratio of S,
given belief g and () = 0 vs. Q = 1 remains bounded away from 0 or oo as shown in Figure
In contrast, G1(1,q) and Go(1,q) in Figure [3al are separated and as illustrated in Figure the
distribution of fraction of “likes” among all reviews given () = 0 and () = 1 are also separated,

and consequently, there is asymptotic learning both when Q = 0 and when @ = 1.

5.3 Speed of Learning

We next characterize the asymptotic speed of learning under rating systems with summary statis-
tics. As we have seen, ensuring asymptotic learning requires additional conditions under sum-
mary statistics. However, the next theorem shows that conditional on asymptotic learning, the

speed of learning is governed by a related KL divergence.
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Theorem 4. For a given rating system (11, ...,T,,), suppose Assumptions and |3| hold. Then, for
Q* = 0, we almost surely have

1
lim ~logg, = D (P[ |heT,q=0,Q=0]|P[ |[heT,q=1,Q=1])

T—00 T

and for Q* = 1, we almost surely have

Tim Llog(1 —g;) = ~D (P | heTog=1L,Q=1]|[P[ | he T,g=0,Q =0]).

The intuition for why KL divergence determines the speed of learning is similar to the full
history case. There is a major difference worth noting, however. While under full history, the
probability distribution under the alternative hypothesis Q@ = 1 — Q*, was still conditioned on
q = @, it is now conditioned on ¢ = 1 — @*. This again reflects the role of the selection effect.
Because under full history, customers know the public belief at each point, they can fully correct
for the selection effect, and this enables them to condition on the correct public belief. Here, this
is not possible. In particular, the implicit assumption has to be that if Q = 1 — Q*, then the belief
of all other customers, which is not observed, would have also converged to ¢ = 1 — Q*. This

difference explains the exact form of the KL divergence in the previous theorem.

6 Comparison of Rating Systems

In this section, we compare the speed of learning under full history and summary statistics; we
show how varying certain properties of the rating system affects the speed of learning; we provide
examples of fast and slow learning; and finally, we show how the platform has a natural incentive

for choosing rating systems that ensure fast learning.

6.1 Full History versus Summary Statistics

In this subsection, we show that the speed of learning could be greater under rating systems with
either full history or summary statistics. For simplicity, we focus on a one-dimensional summary
statistics, i.e., those that report the fraction of one type of review among either all reviews or
all customers. Whether asymptotic learning under full history is faster will turn out to depend
on whether the probability of positive reviews under a rating system with summary statistics
exhibits negative selection or positive selection. Negative selection is what we have focused on so far.
It corresponds to the case where as the public belief becomes more favorable to ) = 1, the ex ante
valuations of customers become more “negatively selected” (more likely to be negative). Positive
selection, conversely, corresponds to the case where as the public belief becomes more favorable to
() = 1, the ex ante valuations of customers become more “positively selected”. Though negative
selection is the more natural case (because with more favorable reviews about the quality of the

product, customers with lower ex ante valuations also purchase it), we illustrate that positive
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selection can emerge in some rating systems. The next two corollaries show that with negative
selection, rating systems with summary statistics lead to slower learning than full history, but
with positive selection, they may entail faster learning. For simplicity, in these two corollaries, we
focus on rating systems with only three review options: “dislike” (h = — K1), “no review” (h = 0),
and “like” (h = K3), and compare the speed of learning under full history and summary statistics
when customers have access to these three review options.

Corollary 1 (negative selection). Suppose Assumptions and [3| hold and Q* = 0 (the case where
Q* = 1 is analogous). Consider a rating system that reports the fraction of “likes among reviews”, i.e.,
S, (1) = L3, 1{hs = Ko} with T corresponding to the number of reviews. Then

T

P[h:KZ|h€{_K17KQ}aq:17Q:1] <P[h:K2 ‘ he{_K17K2}7q:05Q:1]7 (11)

and the speed of learning under this rating system with summary statistics is slower than under full history.

The rating systems considered in Corollary [1|exhibit negative selection precisely because
P[h = Ky | h € {—K, K2},q, Q] is decreasing in ¢ (as well as being increasing in Q). This reflects
the fact that as ¢ increases, the marginal type that purchases has lower 6, and is thus less likely
to gain a very high overall satisfaction leading to a positive (“like”) review. We next discuss why
learning is slower in this case with summary statistics than under full history. Suppose Q* = 0,
and recall that with summary statistics the inference problem of customers is to distinguish the
probability distribution of reviews conditional on ¢ = 1 and @ = 1 (the “alternative hypothesis”)
from the probability distribution of reviews conditional on ¢ = 0 and @ = 0 (the “null hypothe-
sis”). In contrast, with full history they must distinguish the probability distributions conditional
on ¢ = 0and @ = 1 and conditional on ¢ = 0 and @ = 0 (recall Theorem . But then inequality
(T1), which follows from the fact that with negative selection P[h = K | h € {—K1, K»},q, Q] is
decreasing in ¢, implies that this inference is more difficult with summary statistics than with full
history. This comparison is at the root of the faster rate of learning under full history.

The next corollary, however, shows that the opposite result is possible if we consider a rating
system with “likes among all (potential) customers”, which induces positive selection.

Corollary 2 (positive selection). Suppose Assumptions and |3| hold and QQ* = 0 (the case where
Q* = 11is analogous). Consider a rating system that reports the fraction of “likes among all customers”,
ie, S:(1) = 137 1{hs = Ka} with T now corresponding to the number of customers who joined the

T

platform. Then
P[h:Kg ’ h e {—Kl,KQ},q: 1,Q: 1] >P[h:K2 ‘ h e {—Kl,KQ},q:(),Q: 1], (12)

and the speed of learning under this rating system with summary statistics is faster than under full history.

The intuition for this corollary is similar to that of Corollary (I}, with the only difference that

now there is positive selection. This is because as ¢ increases, there are more purchases, and
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more purchases always increase the number of more “likes” (or more generally, of more positive
reviews). But then positive selection implies that the gap between the probability distributions
of reviews conditional on ¢ = 0 and Q = 0 and conditional on ¢ = 0 and ) = 1 is less than the
gap between those conditional on ¢ = 0 and Q = 0 and conditional on ¢ = 1 and = 1. This
means that learning is slower under full history. The simplest intuition is that positive selection

heightens the difference between the probability distributions implied by the null and alternative
hypotheses

6.2 The Effects of More Refined Rating Systems

In this subsection, we show that more refined rating systems lead to faster learning, both under full
history and under summary statistics. Given two rating systems Q and €’ with the same review
options, we say that €' is more refined than € if the latter reports ratings in a partition T that is
(strictly) coarser than the former’s partition 7”. For example, this will be the case when €2 reports
the fraction of customers that have left one of the most positive two review options, while €’
separately reports the fractions of customers that have left each one of those two review options.
The next proposition is the main result of this subsection.

Theorem 5. Consider a rating system with either full history or with summary statistics, and suppose that
Assumptions (1| and 2| hold, and in the case of summary statistics, suppose also that Assumption 3| holds.

Then the speed of learning is always faster under a more refined rating system.

Intuitively, a more refined rating system always gives more information, and this makes it
easier for customers to distinguish between the probability distribution of reviews induced under
the true state of nature and the alternative. Importantly, however, this result does not imply that
changing the rating system by increasing the number of review options always leads to faster
learning. This is because, when the platform changes the review options in the rating system, the
thresholds of users might also change (for this reason, the comparison between a more and less
refined rating system in Theorem [5 kept the number of review options the same, but modified
the reporting strategy of the platform). The next example shows that if increasing the number of
review options changes the thresholds, it can lead to slower learning.

Example 2. Consider a rating system with full history. Assume ( is uniform over [-2,2], § is

uniform over [—1, 1], and p = 0. We consider the following two rating systems:
1. there are two review options “like” and “dislike”, with thresholds A\x, = Ax, = 0;

2. there are three review options “like”, “no review”, and “dislike”, with thresholds \x, =
—1/2and A\g, = 1/2.
11t is also straightforward to show that the set of parameters that ensures that the conditions of both Corollaries

and 2| is nonempty. For example, we show in Appendix that they are satisfied when we take both ¢ and 6 to have
uniform distributions with mean zero and large enough supports.
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We can then use Theorem (1] to characterize the speed of learning in these two cases. We see
that even though the second rating system has more review options, it leads to slower learning.
This result does not contradict Theorembecause the partition of the second rating system, 77, is
not strictly finer than that of the first rating system’s partition 7'.

6.3 Average Summary Statistics

Several online platforms report an average score of past reviews rather than depicting detailed
fractions of reviews that fall in different categories. In this subsection, we show that this type of
average summary statistics leads to slower learning than their detailed counterpart. More for-
mally, consider a rating system with K > 1 review options:

L, Or +El(]+¢—p>0,0,+G+Q—-p< X\
hr = {14, 0 +E[¢]+¢-—p>0, i1 <0, +G+Q—-p<N,2<i< K -1
K, 97+E[CT]+QT—]920’ 97+CT+Q—I?Z>\K—1-

A rating system is said to have an average summary statistics if it reports the number

1 T
ST:TSZI}L&

where 7 is the number of reviews. Similar to Eq. (I0), for Q € {0, 1}, let us define

PO +¢+Q—-—p<AM|0+E[(]+q¢—p>0], i=1,
Goli,0) = {PA_1 <O+ +Q—-p< N [O+E[+qg-p>0], 2<i<K-—1,,
PO +G+Q—-—p>Ak—1 |0+E[(]+qg—p>0], i=K.

Again, similar to Eq. (9), given true quality Q* € {0, 1}, the governing stochastic process for S,

becomes )
-
Sri1 = S, Yy, Vr>0,
T+1 1 T‘|‘7_+1 T+1 T Z

where
Yrpi =14, wp.Go-(i,qr),1 € [K].

To distinguish the rating systems we have analyzed so far (which report fractions of users that
have left various different reviews) from those with average statistics, we refer to them as “rating

systems with vector summary statistics”.

Theorem 6. Suppose Assumptionsundhold, and foralli =2,... K, Zﬁiz G1(j,q) and ZjK:l Go(j,q)

are separated, i.e.,
K K

miny | Gi(j,q) > max Y Goljq), i=2..., K. (13)

j=i j=i
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Then asymptotic learning occurs under average summary statistics, i.e., ¢ — Q* almost surely, but the
speed of learning is slower under average statistics than with vector summary statistics.

Theorem [f establishes that the speed of learning for rating systems with average summary
statistics is always slower than the comparable rating system with vector summary statistics. The
intuition is similar to Theorem 5| Note also that we did not impose Assumption 3] since condition
(13), which ensures separation with average summary statistics, is sufficient for Assumption
(to see this we can take i = K in condition ). This point is illustrated in greater detail in the
next example, which shows that asymptotic learning might fail under average summary statistics,
while it applies with a rating system with summary statistics that reports fractions of different

reviews.

Example 3. We consider a rating system with three review options: “like” (3), “neutral” (2), and
“dislike” (1), where the probability of “like” and “dislike” as a function of belief are shown in

Figure [4}
1. Average summary statistic: the probability of average of reviews at 7 = 100 is plotted in
Figure The probability for Q = 0 and @ = 1 have overlap, showing that with positive
probability, learning does not occur. Note that the probabilities plotted in Figure 5b|do not

satisfy the assumptions of Theorem [f|because for i = 2, we have

min G1(2,¢) + G1(3,9) =1 —maxG1(1,q) < 1 —minGo(1,q) = max Go(2,q) + Go(3, q).
q q q q

2. Vector summary statistics: the probability of “like” at 7 = 100 is plotted in Figure The
probability for () = 0 and () = 1 are separated, showing that by considering only the fraction
of “likes”, we can identify whether ) = 0 or Q = 1, hence learning occurs.

This implies that for the same distributions of preference parameters (i.e., # and (), asymptotic
learning fails for the rating system with average summary statistic, while there continues to be
asymptotic learning for the rating system with the same review options but with vector summary

statistics.

6.4 Effects of Targeted Information

In addition to the overall ratings of a product, platforms such as Amazon offer information about
the reviews of groups of customers with certain characteristics. For instance, in reviews of a book
at the intersection of climate science and economics, Amazon separately shows reviews among
customers who are interested in economics as well as reviews among customers who are interested
in climate science. We refer to this type of additional information as “targeted information”.

Our next result shows that targeted information always increases the speed of learning.
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Figure 4: (a) Probability of “like” given belief for Q* = 0 and @Q* = 1 which are separated. (b)
Probability of “dislike” given belief for Q* = 0 and QQ* = 1 which are not separated.

0. 0%

Q=1

> 0.04 —Q =0

= 0.0d
~ & 0.02

0. 0%

1 1.5 2 2.5 3 4 0.2 0.4 0.6 0.8 1
Normalized Weighted Ratings Fraction of likes

(a) (b)

Figure 5: (a) Probability distribution of normalized average ratings for Q* = 0 and Q* = 1 which
are not separated (for 7 = 100). (b) Probability distribution of fraction of “likes” for @* = 0 and
Q* = 1 which are separated (for 7 = 100).

Theorem 7. Consider a rating system with either full history or with summary statistics, and suppose that
Assumptions (1| and 2| hold, and in the case of summary statistics, suppose also that Assumption 3| holds.
Then the speed of learning is always faster with additional targeted information.

The intuition for faster learning with targeted information is related to the selection effect. Re-
call that the selection effect makes it more difficult for customers to learn from observed reviews.
Targeted information increases customers’ ability to distinguish the true quality from its oppo-
site, because with additional information they can more successfully filter out the selection effect.
Note, however, that for this result of faster learning, the targeted information has to be provided
in addition to the baseline. If the platform reports only information about the reviews of the sub-
group of customers (and suppresses any information about reviews from other subgroups), this

can slow down learning relative to the baseline without targeted information.

6.5 Fast and Slow Learning from Reviews

We have seen so far that the speed of rating system for both summary statistics and full history is
given by the KL divergence between the probability distribution of reviews under the true quality
and its opposite. This implies, for example, that for a rating system with summary statistics,
learning is fast when the ratio of probability of a review given (¢ = Q*,Q = Q*) and (¢ = 1 —
Q*,Q =1— Q") is high. We next illustrate how the speed of learning depends on the parameters
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——Speed of Learning for Q* = 1

Speed of Learning for Q* =0

Figure 6: The speed of learning as a function of the support of ¢ for Example @ with p = 0,
0= —Q: 2, and )\K2 = _/\—K1 =1.

of the rating system and the distribution of preferences.
In the first example, we show that increasing the support of ex post preference parameter, ¢,
can significantly decrease the speed of learning.

Example 4. Suppose 6 and ¢ have symmetric uniform distributions with diffuse supports such that
pE (—@—i— 1,@) , (>max{A\g, +1,-A_ g, —p+0+1}.

From Theorem [2} the speed of learning with full history can be computed as shown in Figure [6|
We can see that the speed of learning for both Q* = 0 and @Q* = 1 significantly decrease as the
support of ¢ widens (i.e., as ( increases). The characterization of the speed of learning in Theorem
2| provides the intuition for this result: when ¢ has a diffuse support, the likelihood of each review
under both (¢ = Q*,Q = Q*) or (¢ = Q*,Q = 1 — Q%) is similar, and thus the likelihood ratio of
each review is close to 1, leading to a low KL divergence. The differences in the speed of learning
can be quite substantial. For example, Figure |§] shows that when ¢ = 5, the speed of learning
for @* = 11is 0.02, which means that the “half life” of convergence to the true state of nature is
50 periods (meaning that starting from any belief half of the distance to ¢ = 1 will be close in
50 periods). In contrast, when ¢ is 20, the speed of learning changes to 0.001, and the half life of
learning the underlying state is 1000.

The next example shows that a refinement of the review options in the rating system can sig-

nificantly increase the speed of learning.

Example 5. Suppose that 6 has a uniform distribution over [-2, 2], p = 0, and ¢ has the following
symmetric bimodal distribution

% 2< b}
fo(e) = 2}+4(z+b—|—}1), —b—1<z< -,
mA+4(-z—-b+3), -b<z<-b+1,
3 ~b+1i<z<o,

over the support [—6, 6]. This distribution implies that the likelihood of a realization of ( is very

24



Figure 7: The joint distribution of (6, () and the probabilities of the review options “like” and
“love” for two cases under ) = 0 and Q = 1 for b = 3 for Example [5| The double shaded areas
correspond to the “love” option, and the shaded areas correspond to the “like” option.

high around b and —b. We next compute the speed of learning of rating system with full history

and the following review options:
o Case 1: “dislike”, “no review”, and “like” and the thresholds are 1 and —1.
e Case 2: “dislike”, “no review”, “like”, and “love” and the thresholds are 1, —1, and 5.

The joint distribution of (6, () and the probabilities of observing the “like” and “love” reviews
under @ = 0 and Q = 1 are depicted in Figure [/} The speed of learning for these two cases as
a function of parameter b are, in turn, plotted in Figure (8l In Figure|§, when b = 5, the speed of
learning without the “love” option is approximately 0.001, which means that the half time over
learning the truth would be 1000 periods. In contrast, with the “love” option present, the speed
of learning changes to 0.2, equivalent to the half time for learning the truth be 5. The speed of
learning of the first case is slow because for each review, the ratio of the probability of observing
that review when ) = 0 to the probability of observing it when ) = 1 is close to 1. In fact, as b
increases, this ratio becomes closer to 1 and the speed of learning declines further (towards zero).
The speed of learning in the presence of the “love” option is shown in Figure |8, and is significantly
higher. This is because the probability of observing the “love” review is very close to zero when
@ = 0, and is positive when ) = 1. This leads to a large value of KL divergence and thus to

relatively fast learningm

6.6 The Choice of Rating System

In this subsection, we show that the speed of learning is highly relevant for platforms. In fact, plat-

forms themselves have an incentive to choose rating systems with faster learning speed. Recall, in

UTheoremimplies that for a given distribution for parameters 6 and ¢, the rating system with the highest speed
of learning will be the one with the most refined rating system, which means reporting the exact utility of previous
customers (i.e., 8; + {; + Q — p). For instance, when Q* = 0 and under full history, the highest rate of learning is
DPO+C—p|O0+E—p>0]||P0+(—p+1|0+E[(]—p> O]),whichisO.55inExample
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Figure 8: The speed of learning as a function of parameter b for Example |5, As b increases, the
speed of learning of the rating system without the “love” option becomes very small, while the
speed of learning of the rating system with the “love” option remains large.

particular, that in our model the platform’s revenues come from advertisements or other benefits
that it derives from potential customers joining the platform. For example, the platform may be
receiving a fixed revenue for each customer that joins. Consequently, we can write the platform’s
problem as maximizing the expected number of customers that join the platform. We next show
that this problem is equivalent to choosing a rating system with a higher speed of learning. We
say rating system ) has a higher learning speed than rating system Q{/, if

1 I 1 1T . *
- < - —
tlggotlogqt _t%tlogqt, given ) 0,
.1 I .1 11 : *
th_{gozlog(l—qt)gth_{&glog(l—qt ), given Q" =1,
where¢/ =P[Q =19/ and ¢/ =P[Q =1|Q}'].

Theorem 8. Given two rating systems I and 11, the one with higher learning speed has a higher revenue
for the platform.

The main result in this theorem is intuitive: with a rating system that guarantees a faster learn-
ing speed, potential customers know that once they join the platform, they are less likely to make
both type I and type II errors in their purchase decisions. This increases their ex ante utility from
joining, and thus increases the expected revenues of the platform. To see why the probabilities
of type I and type II errors go down, let us consider separately the case of low and high qual-
ity. Suppose Q* = 0. Then the problem for potential customers is to incorrectly buy the prod-
uct thinking that it is high-quality. In particular, if § + ( — p € (—1,0), then with probability
Piq, [¢t > p— 60— (| Q=0], they purchase the product and suffer a loss of 6 + { — p. Yet, this
probability of incorrectly purchasing the product becomes smaller when ¢; is closer to Q* = 0.
Conversely, suppose that Q* = 1. Then the problem for potential customers is to fail the purchase
of the product when they should be buying. In particular, if § + { — p € (—1,0), then with prob-
ability P o, [¢t < p—0 — (| Q = 1] customers do not purchase the product and forgo a potential
utility gain of 1 + 6 4+ ¢ — p. The probability of such a mistake becomes smaller when ¢ is closer
to Q" = 1. Thus in both cases a faster learning speed implies smaller expected probabilities of
mistakes, encouraging customers to join the platform.
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7 Concluding Remarks

As the amount of goods and services sold online continues to increase rapidly, rating systems that
provide information on both the quality of various products that are difficult to inspect online
and the reputation of distant sellers and service providers have also become critical. Despite their
importance, properties and efficacy of online rating systems have attracted only limited attention
in the recent literature.

In this paper, we developed a model of Bayesian learning from online reviews, and investi-
gated the conditions for asymptotic learning of the quality of a product and the speed of learning
under different rating systems. A rating system provides information about reviews left by previ-
ous customers. Prominent examples of such rating systems are those that provide average scores
or the distribution of numerical ratings left by past customers.

In our model, a sequence of potential customers decide whether to join a platform and con-
template the purchase of a product with unknown quality, which is assumed to be binary, cor-
responding to either high or low quality. After joining and observing the ratings of the product,
customers observe their ex ante valuation for the product, and then decide whether or not to pur-
chase it. If they purchase, the true quality of the product, their ex ante valuation for the product
(which are heterogeneous), an ex post idiosyncratic preference term and the price of the product
determine their overall satisfaction. Finally, given the rating system of the platform, a customer
decides to leave a review as a function of her overall satisfaction. In most of our analysis, we took
the thresholds that determine which type of review (from the set of available reviews) a customer
will leave to be exogenous.

In our formal analysis, we distinguished learning dynamics under two classes of rating sys-
tems: full history, where customers see the full history of reviews, and summary statistics, where the
platform reports some summary statistics of past reviews. We argued that in both cases, learning
dynamics are complicated by a selection effect — the types of customers who purchase the good
and thus their overall satisfaction and reviews depend on the information that they have avail-
able at the time of their purchase. For example, only those who have a relatively high ex ante
valuation for the product would purchase it after seeing fairly negative reviews of its underlying
quality. But this implies that this selected group of purchasers are much more likely to leave posi-
tive reviews than a random customer. Unless corrected, this selection effect would imply that the
information of past customers about the quality of the product cannot be aggregated accurately.

Our formal analysis provides conditions for asymptotic learning under both full history and
summary statistics. These conditions encapsulate how customers deal with the selection prob-
lem under different rating systems. Under full history, beliefs about the underlying quality of the
product follow a martingale, meaning in particular that each customer can accurately estimate the
beliefs at the time that another past customer has made her purchase. As a result, it is feasible to
correct for the selection effect, which enables asymptotic learning to take place under relatively
mild conditions. Conditional on asymptotic learning, we characterized the speed (rate) of learn-

ing, which is crucial for the success of online rating systems — it is not practically relevant to
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have a rating system that aggregates past information but does so extremely slowly. We show that
under full history, learning is exponentially fast, and its exact rate is given by the KL divergence
between the probability distribution of reviews under the true quality and its opposite. The emer-
gence of the KL divergence as the measure of distance between these two probability distributions
is intuitive, because asymptotically, the problem of estimating the quality of the product resem-
bles a binary hypothesis testing problem, though with sample observations that are correlated
with each other because of the selection effect.

We also show how the selection effect becomes more difficult to filter out with summary statis-
tics, because now customers do not know what type of information past users had when they
made their decisions. Nevertheless, we provide conditions for asymptotic learning in this case,
and demonstrate that conditional on asymptotic learning, the rate of learning is still exponential
and its exact rate, though different than the full history case, is still given by a KL divergence term.

The last part of the paper studied how different properties of the rating system influence the
rate of learning. We showed that providing more information does not always lead to faster learn-
ing. In particular, despite its greater success in filtering out the selection effect, having access to
full history can lead to slower learning in cases where the selection effect, paradoxically, height-
ens the gap between the probability distributions of reviews that will arise under the true quality
and its opposite. Nevertheless, we also established several comparative statics that increase the
speed of learning from reasonable modifications of a rating system. First, allowing for strictly
finer ratings leads to faster learning, provided that this does not shift the thresholds of customers
(which would otherwise make the two information structures non-nested). Second, we showed
that moving from a rating system that provides averages of previous reviews to one that provides
fractions of users that have left different reviews always increases the rate of learning. Third, we
demonstrated that providing more information about the characteristics of reviewers (for exam-
ple, supplementing existing summary statistics with summary statistics among users with similar
profiles to the current customer) also always increases the rate of learning. We also showed that
different rating systems can lead to very fast or very slow speeds of learning.

In all these cases, it is also worth noting that the platform’s incentives are often aligned with
increasing the speed of learning of customers. We demonstrated this by showing that, in our
baseline model, the revenues of the platform are higher under a rating system that leads to a
faster rate of learning.

We view our paper as a first step in a comprehensive theoretical analysis of learning from
online rating systems. Several simplifying assumptions enabled us to obtain sharp results, but
need to be relaxed in future work to gain a more holistic understanding of the performance of
such systems. We briefly discuss some of the important ones here.

First, our analysis focused on Bayesian learning. We believe that the intuition that comes from
Bayesian learning is often relevant even if agents are not fully Bayesian. Nevertheless, it is im-
portant to also study how the presence of (some) non-Bayesian agents modifies these conclusions.

The selection effect implies that non-Bayesians will not be able aggregate information from past
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customers accurately. But in our baseline model, the presence of some non-Bayesians does not
change the ability of Bayesian agents to learn.

Second, and more fundamentally, throughout we took the thresholds agents use for mapping
from their overall satisfaction into reviews as fixed and exogenous. As commented before, making
these thresholds random (with independently distributed increments) has no effect on our analy-
sis. But it would be more challenging to endogenize these thresholds, which would necessitate a
systematic theory of why customers leave reviews and how these motives change as the choices of
the platform, including the rating system, change. One possibility would be an expressive motive
(e.g., they may wish to complain if their overall satisfaction is low). With an expressive motive,
endogenizing these thresholds is not difficult, though it is unclear whether as the rating system
is modified, these expressive motives change as well. The alternative is a strategic motive, where
customers leave reviews in order to influence the behavior of future customers. This is an exciting
and challenging area for research, in part because with a strategic motive, the way in which cus-
tomers leave reviews will change as the rating system is modified. This of course complicates the
comparisons of the speed of learning across different rating systems.

Third, one could allow for a richer preference structure. This could include moving away from
a setting in which there is a common quality. For example, a high-quality book about global warm-
ing is likely to yield high utility for many customers, but to may also lead to low satisfaction to
those who do not believe in man-made climate change). It could also move in the direction of im-
perfect information about satisfaction, which would make users still rely on the information they
have received from the rating system in choosing their reviews, thus introducing issues related to
herding as studied in the previous literature.

Finally, an exciting research area is to close the gap between the theoretical models of learning

from online reviews and the burgeoning empirical literature on behavior in online markets.

Appendix: Proofs

Proof of Theorem

At time t, the likelihood ratio is a random variable defined as

]P)[‘Q = Ovlt]’

where Z(- | I;) = Z(h | l;) with probability P [h|Q = Q*,[;]. We will use this random variable in
the proof of this theorem as well as the proof of Theorem 2]

Z(- | )

Part (a): If 0 + E[¢] — p > 0 holds, then customers almost surely learn the true quality.

Without loss of generality, we assume Q* = 0 and then show ¢; — 0 almost surely. The proof
for Q* = 1 is similar and can be obtained by analyzing %. We first show that [; forms
a martingale and thus converges to a limiting random variable and then show that the limiting

random variable must be 0 with probability 1.
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Note that the random variables Z(- | [;) are all mean 1 (conditioned on the history). This is
because we have

BLZC i) | 20 [ )eons 20 110] = P01 Q= 0.0 o —g ) = SFIh| @ =10 =1
s Ut h

h

This guarantees that [; forms a martingale. Since [; > 0, from the martingale convergence theorem
(Chapter 5, Durrett/[2010]) we conclude that I, — I almost surely. We next show that the limiting
random variable [, is 0 almost surely.
Given any history (or equivalently its sufficient statistic /;), we have
Zh=Fy |1y = D =RelQ = LU Pla+0+E]—p=200+C+1-p2 o
Plh=Ko|Q=0,li] Pl +0+E[]—p>0,0+C—p> i)
Plg:+60+E[(]—p>0,0+C—p—Ai, € [~1,0)]
Plge+0+E[C]—p=0,0+C¢—p=Ag)]
o 14 PIO+ER=p>00+¢—p—Ax, €[-1,0)]
- PL+0+E-p=0,0+C—p>Ags]

=1+

where the inequality follows by substituting ¢; = 0 in numerator and ¢; = 1 in the denominator.
Using condition 6 + E[¢] — p > 0 of part (a) and Assumption|l| we have

AIP’[G—irIE[(}—pEO,G—i—C—p—/\KQ € [—1,0)]
T PLH+O+E[]-p>0,0+(—p> A,

> 0.

€

Therefore, irrespective of the belief (or corresponding likelihood ratio I), whenever h = Kj, the
random variable Z(- | l) is strictly larger than 1, i.e.,

mlinZ(h:Kg\l)—126>0. (14)

Again, using Assumption and 6 + E[¢] — p > 0, for any belief probability of h = K> is positive,
ie.,
n= min Plg+0+E[(]—p>0,0+(—p>Ag,] >0.

q€(0,1]
With these definitions for € and 7, for all ¢t and I;, we have
PIZ( ) =1 >ell] =P[h=Ky|l] > n.
We next show that I, = 0 with probability 1. Using Eq. (14), for an arbitrary 6 > 0, we can write

Pllies — bl > 6 = E[L{[L (Z(- | 1) — 1) | = 6e}] 2 E[L{ls 2 5}1{|Z(- | 1) ~ 1| 2 &}]
= By, [1{t 2 S)E[1{|Z(- | 1) — 1] = ¢} | 1]
= By, (1l 2 SYP(1Z( | 1) — 1] = ¢ | 14]] = By, [1{ = 8] = B[l > 4]. (15)

Since I; — lo almost surely, we have P [|l;4+1 — lt| > d¢] — 0 which along with Eq. leads to
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P[l; > 6] — 0. This shows that [; — 0 in probability, which together with I, — [, almost surely,
establishes that P[l,, = 0] = 1]
Finally, note that since [; =

lzfqt , from [; — 0, we have ¢; — 0 almost surely.
Part (b): If  + E[¢] — p < 0, then with positive probability customers do not learn the true quality.
We break the proof into two steps. In the first step we show that with a positive probability in
finite time g, becomes very small. In the second step we show that once this happens no purchase
takes place and learning stops.

Step 1: There exists a finite ¢ such that with positive probability we have ¢; < min {%, 1.

First note that from Assumption[I|and using a similar argument to that of Eq. (14), we have

PO+E[C+q—p>0,0+C+1—p<AI_g]

< 1.
0l01] PO+E[+q—p>0,0+C—p<r ]
Therefore, we obtain
t
. PO+EC+q—p>0,0+C+1—p<A_kg]
lim ma =0.
=00 quin{%J} PO+E[C+q¢—p>0,0+(—p<A_g]

We let Tj be the smallest number such that for all ¢ > T}, we have

max

t : —0-E[(]
(P[9+E[C]+q—p20,9+é+1—p§/\—K1]> - mm{P 2 ’1}
min{%,l} 1

PO +E[(]+q—p>0,0+(—p <Akl _mm{%%MQ1}

We also let
To

S min PO+E[(+q—p=>0,0+(—p<A_g])| >0.

g quin{%,l}

We next show that with probability at least p there exists a time ¢ € [1, 7p] such that
—-0—E
q: < min {p[d, 1} .

We let € be the event that in the interval [1, Tp], the belief goes below min {%, 1} and &; be
the event that in the interval [1, Tj — 1], the belief goes below min {%, 1 } We can write

PEI=PE | & P[]+ PIE | EPE] =P[&] + PE] x

lﬂmSmmVHﬂfmh}@zmmﬁ_%ﬁmﬁkrgsm—qzP%MmM%zn

¥To see this, first note that from I, — I almost surely, we have I, — I in probability and the result follows by
noting that for a sequence of random variables { X}, if X,, — X and X,, — Y in probability, then X = Y almost
surely.

31



Therefore, with probability p > 0, there exists t* € [1, Tp] such that ¢+ < min {%, 1}.
Step 2: For all t > t*, we have ¢; = ¢4+ and the limiting belief becomes g+ # Q*.
We show this claim by induction on ¢. It evidently holds for ¢t = ¢*. Since

p—0—E[(]
2

_p—0-E[]

J}—p+9+ﬂd: <0,

purchase does not happen at time ¢*. Now that purchase does not happen at time ¢*, the belief at

time t* + 1 is the same as ¢+ because

Ph=N[Q=11l] PO+E[](]+aq —p<0

Ph=N|Q=0,0+] P[0+E[C]+ g —p <0

Therefore, no purchase occurs at time t* + 1. By repeating this argument no purchase occurs for
any t > t* and ¢ = ¢~ Finally, note that ¢~ is away from Q* = 0 (and similarly from Q* = 1)
because using Assumption([I]if purchase occurs, then probability of any review is non-zero. Hence,
the likelihood ratio at each time is multiplied by a non-zero number (bounded number) and hence
cannot become 0 in finite time.

Proof of Proposition

We show the first part of proposition as the proof of the second part follows from an identical
argument. We first show that Eq. () leads to

Ph =q =
N

This is because using inequality log x < z — 1 yields

-G0=1 Plh|qg=qQ =0

e o (=S92 )] e (F2220=0)
q
q

Plh|
zlEhNPHq=&Q=01[1_'P[hI

where we used Eq. (5) in the last inequality. Using Eq. and the fact that probability of actions
are continuous (Assumption, we can find e > Osuch thatforall g, <¢,h € {N}U{-K3,..., K>},

S P[hIqh,Q=0]1°g<Eh|q:q,Q=

hE{*Kh...,KQ}U{N}

If g; — 0 almost surely, then there exists NV such that for all £ > NV we have ¢; < e. Since

qt qN H P [hs

— 17
A 17)

=N+1
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using strong law of large numbers, we obtain

Vv
TR
AE.
B
2=
>
S
O
I
=)
-
o
08
A~

Therefore, taking limit of both sides of Eq. as t — oo we obtain

> =
1Lnol<>7flog<1—(lt>_ (1;1<1£11P’[h|q,62 0]>log<P[h|q:@Q

he{—Ki,...,Ka}U{N}

This is a contradiction because the left hand side is negative (¢; — 0) and the right hand side is

positive.

Proof of Theorem

We prove the theorem for Q* = 0 as the proof for Q* = 1 can be obtained by a similar argument.

We re-index the set of actions and denote it by A = {1,...,|A|}. Based on the sequence [;, we

define a coupled new sequence [; that is larger than I; and updates with iid increments. Since

q: — 0 almost surely (equivalently /; — 0 almost surely), for any € we can choose N such that

It <efort> N. Using Assumption forany a € A, letting €, = arg max;¢|g q Z(a | ) leads to

Zally) <Z(a|l=¢), YaecAt>N.
Without loss of generality we suppose
0<Za=1]l=e)<---<Z(a=|Al|l=¢p).

Using Assumption once again, we can choose p1, . .., p| 4| such that

—Plall =0,Q =0] | <k, 1 | = <0,
gleaj{‘pa [a‘ Q H—e ;pa Og a‘ Ea))

and

Z ally, @ = 0] 22 VYme A, fort> N.

a=1

We next define the sequence I fort > N.

e Fort = N:weletiy = ly.
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e Fort > N: we will define {I;} which couples with {/;} through a sequence of uniform iid
random variables {o;}. Recall that l;;1 = [;Z(a | l;) with probability P [a | l;, @ = 0]. We let

lyy1 = ltZ(a ’ lt), if oy € <ZP ‘ I, Q ZP ‘ I, Q= 0
Z,:+1 = LZ((I ’ | = 6(1)7 lf ot € (Zp’mzpl] .
=1 =1

Note that by definition, the sequence {l;} defined above evolves as the likelihood ratio of the
public belief. This is because we have

= Plall, Q] .

a—1 a
Pat [Ut € (Z]P)MltaQ] ,ZP[Z|lt,Q]]
=1

=1

Using strong law of large numbers (Durrett [2010, Theorem 2.3.5]) because {o:} is an iid se-

quence, we almost surely have

t—1 | Al
hm loglt— hm 221{05 (sz,sz]} (log(Z (a |l =€a4)))
s=1a=1
=3 palog(Z(al e))-

acA

Using Eq. (20), this establishes that [; converges linearly to zero with learning speed — Y"1 pa log Z(a |
| = €,). We next show that I; is larger than /;. We show this by induction on ¢. It evidently holds for

t = N. Suppose at time ¢, we have o; € (Zf;llﬁ” [i [1,Q=0],> 0 Pli]|l,Q= O]}, ie,ar = a.
Using Eq. (21), this leads to a; > a. Therefore, we have

liv1 =2 |1 =ea)ly > Z(ag | 1 = eq, )l By induction hypothesis
>Z(a|l=e)ly By a; > a and Eq. (19)
> Z(a | W)l By Eq.
=liy1. By definition of {l;}.

This shows that almost surely

lim — loglt < Zpalog Za|l=1¢,)).

t—oo t
acA

Since this inequality holds for all ¢, letting ¢ — 0 (and consequently ¢, — 0 and p, — P [a|l = 0,Q = 0]
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for all a € A) leads to

.1 .
Jim —logl; < g;pabg(ﬂa |l=c)) = ;wa |1=0,Q =0]log(Z(a|l=0))

=—D(P[lg=0,@=0]|[P[lg=0,@=1]). (22)

Similarly, by reversing the inequalities in Eq. and Eq. (2I), we can construct another sequence
1, with independent increments which is smaller than /;, leading to

Jim ~logl, > ~D(P[|1=0,Q = 0] [P[1 =0,Q = 1). 23)
Putting Eq. and Eq. (23) together leads to

Jim ~logl, = ~D (L1 =0,Q=0]|[P[]1=0,Q = 1).
Finally, we have lim;_, % log ¢; = limy_, % log I;, which completes the proof.

Proof of Proposition

We present the proof for Q* = 0 (the proof for Q* = 1 follows from the same argument). Recall
that 7 is the sequence of time at which there was an action in 7" and H, = {711, cen 717_1} denotes
the available history after 7 — 1 actions in 7'. Similar to the proof of Theorem[T} we define random
variable Z(- | I,;) £ W. We first show that I, = [, Z(- | I,), and then we establish I,
is a martingale. Note that 7bet\;vTeen 7-th action in T and 7 + 1-th action in T, each customer has
observed the same history, and therefore has the same belief ¢,. Hence, each has taken an action h
that does not belong to 7', independently with probability P [fz 7T qr, Q} . Moreover, customers
do not know how many others have joined the platform before them, and instead, by assumption,
have a uniform prior over this number. We let H,..; denote the history of actions in between
7-th and 7 4 1-th actions in 7. We next present a recursive characterization of the likelihood ratio

corresponding to belief {¢-}2°,, exploiting the uniform (improper) prior assumption. We have

PlH, 7 |Q=1] Y. PlHr Herr, e |Q = 1]

PUH: he|Q = 0] Y, ., PlHr Heipi1,he|Q = 0]

Y PUH | Q = UPH | Hr, Q = 1P[he | Hy, Hrr1,Q = 1]

Yy, PlH, | Q= OP[Hry 1| Hr, Q = O|P[hr| Hy, Hri i1, Q = 0]

L P[HT:THM?T, Q= 1]@[1}7\1?7, Hrr1,Q = 1]
>t PlHrr1|Hr, Q = O[P[hr [Hr, Hriry1, Q@ = 0]

l7'+1 =

(24)

=1,

We next consider IP’[HT:TH\fIT, Q]. The randomness in H;.;;1 comes from two sources: (i) the

number of customers who joined the platform between 7-th and 7 + 1-th actions in 7', and (ii) the
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actions they took, which depend on their § and ¢. We let U denote the first random variable. By
assumption, this random variable is a uniform (improper) over all integers. We also note that all
customers in this time interval have observed the same history (i.e., H,), formed the same belief
(i-e., ¢r), and took an action independently with probability P[h ¢ T' | ¢-, Q]. Therefore, we have

PlHrr1|Hr, Q) =Y PHrra|U =u,H-,Q) =) Ph¢T| H-, Q" (25)
u=0 u=0

Invoking Eq. in Eq. leads to

00 11U 7 - ]P;LT\qT,Qzl
Eu:OP[hgT‘QTaQ_l] ]P)|:hT|qT7Q_1i|_ W

- _ol 7 Plhele-.Q=0]
hr | ¢, Q ﬂ T=F¢T,Q=0]

Youo PR ET | ¢r,Q=0]"P
z IP[ET | ETeT,qT,Q:1]
"Plhe | B € To0r,Q = 0]

lry1=17 [

1.7 (BT | zT) .

Also note that, given Q* = 0, Z(- | I,) has mean 1, which implies that {I,}°, forms a nonnegative
martingale. Then, from the martingale convergence theorem, we can conclude that /; — [, almost
surely. The rest of the proof is identical to that of Theorem [l]and Theorem[2]

Proof of Theorem [3]
A summary statistic S; is a vector (i1/7,...,in/7) such that 37" i; = 7 and i; > 0, j € [m]. For
any summary statistics, which equivalently can be expressed as (i1, ..., iy,) at time 7, we let

pl(il,...,im,T)éP[ST:(il,...,im) ‘ QZl], po(il,...,im,T)éP[ST:(il,...,im) ‘ QIO]

We first show a recursive relation that determines the evolution of the values of p (i1, ..., im,T)
and po(i1,...,im, 7). Note that crucially, the evolution of sequences {pi(-,7)} and {po(-,7)} are
not independent of each other as both of them depend on ¢ (-, 7) which in turn depends on both
of the sequences. The next lemma shows that despite this dependence and the potential updating
that Bayesian individuals may engage in view of the fact that there may have been customers who
have taken actions that do not belong to 7', these probabilities satisfy an intuitive recursion under
our assumption of uniform priors over the number of past people who joined the platform.

36



Lemma 1. The sequences {pi(i1,...,im,7)} and {po(i1, ..., im,T)} satisfy

pl(il,...,’im,T)
m

= Zpl(ilv oo 7Z.j—17ij - 17ij+17 <o 7im77— - 1)G1 (.jaq(ilv v 7Z.j—17ij - 17ij+17 <o 7%7177— - 1))7
7j=1

pO(ilu"'vimaT)
m

= polin, .- yijo1,5 = Lijias. o yim, ™ — D)Go (g (in, o dj1,45 — Ly, ey, ™ — 1)),
7j=1

pl(il,...,’im,T)
pl(ila' 7Zm7t) +p0(i17"' 7Z.m77_).

qli1y - yim,T) = (26)

Proof. For 7 = 1, the belief without any observation is 1/2. Therefore, we have

pr(enl) =G (z ;) L polen1) = Gy (z ;) . iem).

Similar to the proof of Proposition [2| we let random variable H,_., denote the history of actions
in between 7 — 1-th and 7-th actions in 7. Given customers have uniform prior on the number
of people who joined the platform denoted by U, and the fact that all customers in this interval
observe the same history and hence form the same belief, we can write

P[HT71:T|ST*17 Q] = ZP[HT7127'|U =u,Sr1, Q] = ZP[h gT | Sr—1, Q]u (27)
u=0 u=0
Using Eq. (27), we next show the update rule for 7 > 2. We have
pilits .y im, ) = P[Sr(1) = i1, ., Ss(m) = im | Q = 1]
=3 ) P[Sca=(i1,- i 1,05 — Lijra,.eim) | Q=1UP[Hr 1 |Q=1,8: 1= (ir,..., 051,45 — Liij1,...,im)]
J=1Hr_1.7

X P[hT < Tj | H771:7—7Q = 1,S7—71 = (i17. . .,’L‘j717i]' — 1,ij+1, - ,im)]

NE

P[S‘ffl = (ilv--wij*hij - 1’ij+17"'7i7") | Q = 1]

.
Il
-

NgE

x> PIET|qin,. .. ij-1,9 — Liijp1, ..o yim) , @ =1"Ph € Tj | q(i1,...,4j-1,% — Lijt1,. .., im), Q = 1]

e
Il
<

]P’[hej}"q(il,...,ij_l,ij—1,ij+1,...,im),Q:1]
1—P[h€T|q(il,...,ijfhij—1,ij+1,...,im),Q:1]

I
Dgs

[S-rfl = (il,...,ijfl,ij —1,’ij+1,...,im) | Q: 1] X

.
Il
—

I
Pgs

[Sro1 = (it dj1dy = Ligin,.im) | Q=1 X PR €Ty | h € Toqlin, ... i5 1,05 — Lijin,... im), Q = 1]

.
3
-

pl(il,...,ij_l,i]' - 1,ij+1,...,i7n,T—1) X Gl (j,q(’h,...,ij_hij —1,ij+1,...,im,7'—1)).
1

.
Il

We can write a similar recursion for pg (i1, . .., %m, 7). The proof concludes by using Bayes’ rule to
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find q(i1,. .., %m,7) as in Eq. (26). &

We break the rest of the proof into three steps. Using Assumption (3} there exists i € [m] such
that the range of G1(i,-) and Gy (i, ) are separated. Without loss of generality, we suppose the
range of G (3, -) is above the range of Gy (i, -), i.e., G1 = min, G1 (i, ¢) > maxy Go(4, q) = Go.

Step 1: The summary statistic ¢ with () = 1 majorizes a binomial random variable and the sum-

mary statistic ¢ with ) = 0 is majorized by a binomial random variable. Formally, we haveﬁ
S-(i) = Binomial(G1,7), Q =1, S;(i) < Binomial(Go,7), Q =0.

Equivalently, we have

l l
ST EP[S,()<tQ=1]= Y S ok k)<Y <T.>G{ ey,
kj,g€[m]\{i} ki= =0 M
l l
So(l,r) £PS() <1 Q=0= Y > polks,... km,7) > <;>G6(1_G0)Tj. 28)
0

kj.g€lm\{i} ki= J=

Proof of Step 1: we prove the claim for () = 1 as the proof for () = 0 is identical. The proof idea is

as follows. Given @ = 1, consider the random process S (i). Lemma(I|shows that the distribution
of S;(i) satisfies a recursive relation. We consider another random process, whose distribution
satisfies a similar recursion with the difference that G(,¢,) is replaced by its minimum over
all ¢, i.e.,, Gi. We show that the distribution of this process at 7 is the same as the distribution
of Binomial(G1, 7). Moreover, because this process is recursively defined using the minimum of
G1(i, q) over g, it follows that S; with ) = 1 majorizes Binomial(G1, 7). We next show the formal
proof. First, note that from definition in Eq. we have

Si(l,r) = Sil,r—1) = > Eplkl,... km,T) =Y Zplkl,...,m, 1)

kj.g€[m]\{i} k;=1 kj.g€[m]\{i} ki=1

Z Zzpl kl,... j— 1,]{1' 1,kj+1,...,km,7'—1)G1(j7q(k17... k’] 17 1]€J+1,...,k’m,7'—1))

kj.gelm]\{i} k;=17=1

— Z Zp1 kl,... m,T—l)

kjd€lm]\{i} ki=1

1 m
S > ik, b, = 1) GG gk, ki, T — 1))
j=1

kj.j€lm]\{i} k;=1

— Z (k‘l,...7ki71,l,ki+1,...,km77—1)G1(i,q(k1,...,ki71,l,k}i+1,...,k}m,7'—1))
kj,g€[m]\{i}

— Z Zp1 kl,... m,T—l)

kj.gelm]\{i} k;=1

== > pilkokin Lk, ke, T = DG gk, ki, LRy, K, T — 1), (29)
ke g€lm\{i}

“We say random variable X majorizes random variable Y and write X > Y if X first-order stochastically dominates
Y,ie., for any a we have P[X > a] > P[Y > a].
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where the second equality follows from Lemma(l]and the last equality follows from 1", G1(i, q) =

1. We define the sequence {S;(,7)}; , recursively as

Si(l,r)=51(1-1,7—1)G +S1(l,7—1)(1-Gy), 0<I<7,7>0. (30)
We will next show by induction on 7 that S (I,7) > Sy (I, 7). For 7 = 1, we have

51(0,1)=1-G; >1-G <z ;) =51(0,1), S1(1,1)=1=5(1,1).
We now suppose that the induction hypothesis holds for 7 — 1 and prove it for 7. We have

Si(l,r)=58(1-1,7—1)G,+ S1(I,7—1)(1-G1) > S1(l - 1,7 —1)G1 + S1(I,7 — 1)(1 — G1)
zsl(l)T_]-)_Gl Z pl(kla'"7ki—lal7ki+17"‘7km77—_]-)

ky g€lm]\{i}
>SiLr=1)— > pilkn, ki Lk ke T = DG gk ki Lk o, T —
ky j€lm]\{i}
= 51(l,7), (31)

where the first inequality follows from induction hypothesis, the second inequality follows from
definition in Eq. (28), the third inequality follows from using G; = min, G1(i,q), and the last
equality follows from using Eq. (29). We next show by induction on 7 that the recursive definition
of {S1(I,7)} given in Eq. leads to

-3 ()atu-cr

This evidently holds for 7 = 1 as we have 5;(0,1) = 1 — G} and S1(1,1) = 1. We now suppose it
holds for 7 — 1 and prove it for 7. We have

(l,T) = gl(l— 1,7 — 1)G1 —I—S’l(l,T— 1)(1 —Gl)
-1 l

-1 . .

el Tj )G{(1—G)”J+ (1-G) Z(T] )GM—GQ”]
j=0 j=0

“seo-er () () -gee-ar ()

.

Putting Eq. and Eq. together, completes the proof of Step 1.
Step 2: Letting A = G — G, for any € > 0, we have

1
Plgr > €| Q=0]< 2 ™2 vr>1 and Pll—g >c|Q=1< ™2 vr>1 (33)
€ €
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Proof of Step 2: Using Step 1, for v = %, we have G — £

YT

Si (yr,7) < Z

Jj=0

=Go+ % = ~. This leads to

<T> G{(l — Gl)Tfj =P [Binomial(Gl,T) < <G1 — 2) T:| < e*TAQ/Z,
J

where we used Chernoff-Hoeffding’s inequality in the last inequality. We also have

YT
: A A
So (y7,7) = Z <;> Gi(1—=Gy) 7 =P [Binomial(Go,T) < (GO + 2) 7':| >1— e A2,
j=0

We show the claim for Q* = 0 as the proof for Q* = 1 is identical. We have

Plgr > €| Q =0] = Z polki, ... km, T){q(k1,... , km,T) > €}
kj.j€lm]
T
:Z Z pﬂ(klu"'7ki—17l)ki+17"')km77—)1{ q( b d ! 1 7-) > € }
1=0 k;,j€[m]\{i} 1—q(k‘l,...,kifl,l,ki+1,...,km,7) 1—c¢
- Q(kla'"7ki—17l7ki+1a"'7km77_) €
+ polki, ... ki1, 0, k; ,...,k‘m,Tl{ >
lZZT’yk]]E[Zm]\{Z} 0( ! ! 1 ) 1—q(k‘l,...,k/‘i,bl,]{i+1,...,k‘m,T) 1—e€
T
q(kl7"'aki—lalvki+17"°7km77—) €
< polki, ... kic1, Lkivt, ... km, T 1{ >
lz%kjje%\{i} ( " ) V= gk, ki1, LEigts o kmy) ~ 1 —€
+ (1 = So(y7,7)) Using 1{-} <1
™y
pl(kl,...,ki_l,l,ki+1,...,km,T) € }
< vk, ki, 1 ki ,...,km,71{ >
;me%\{i} (ks bR e P YU ST I S st g
4 e~ TAY/2 Using Eq.
™y
1—
EZ Z Epl(kl,...,/{Zifl,l,kiprl,...,k‘m,T)—|—6_TA2/2

1=0 kj.jelm]\{i}

€

< 11— 6677A2/2 + e*TAz/Q _ 1

A2
Ze TA /2.
€

Using Eq.

This completes the proof of Step 2.

Step 3: We have ¢; — Q* almost surely.

Proof of Step 3: We show the proof for Q* = 0 as the proof for Q* = 1 is identical. The idea is to use
Borell-Cantelli Lemma together with the exponential tail bound obtained in Step 2 (see Etemadi
[1981] and |[Korchevsky and Petrov| [2010] for similar arguments). For any m, 7 € N, we let

(o4}

Al 2

T

40



Using Step 2, for any m € N we have
ip [A@;)} - i a2
p <m e < 00.
T=1 T=1

Therefore, using Borell-Cantelli lemma leads to

P lio. AL = {m J Al | -

TeENEk>T

Finally, we can write

meNTEN k>T =1

ST T AT DS

where we used union bound for the inequality. This completes the proof.

Proof of the Claim in Example

We show that asymptotic learning does not occur in the example. If there were asymptotic learn-
Sr (1) S-(1)

T

ing, then given @ = would be concentrated around Gy(1,¢ = 0) and glven Q=1,
would be Concentrated around G1(1,q = 1). However, as we will show next, (S;(1) | @ = 1) ma-
jorizes (S-(1) | @ = 0), establishing that G1(1,¢ = 1) > Go(1,¢ = 0) which is contradiction. We

will next establish this majorization relationship. Recall that
Sil,T) 2P[S,(1) <1 Q=1], So(l,7) =P[S,(1)<1]Q=0].

We will show by induction on 7 that for all /, we have S1(I,7) < Sy(l, 7). This holds for 7 = 1, as
51(0,1) =1-G1(l,g=3) <1—-Go(l,g = 3) = So(0,1) and S1(1,1) = So(1,1) = 1. We next show
that if this claim holds for 7 — 1, then it holds for 7 as well. We can write

Sil,r)=50r-1)-Gi(ql,7r—1-lL,7—1))p(l,7T—1—1,7—1)
=50r-1)A-Gi(¢(l,r—1—-1,7=1))+Gi(¢(l,7—1—-1,7—1)) S (I-1,7—1)
<Sol,Tt—1)(1-Gi(gl,7r—1-0L7—=1)+Gi(qg(l,7—1—-1,7—1))So(l — 1,7 — 1)
=Sl,t-1)-Gi(ql,7t—1—=1l,7—1)po(l, =1 —=1,7—1)
<So(l,T—1)=Go(q(l,7r—1—=1,7—1))po(l, 7 —1—1,7 —1) = So(l,7),

where the first inequality follows from induction hypothesis and the second inequality follows
from G1(q) > Go(q) forall g € [0, 1].
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Proof of Theorem [4

We show the theorem for Q* = 0 as the proof for Q* = 1 is identical. First note that using the
assumptions we can invoke Theorem to show ¢, — Q* almost surely.

Given @) = 0, since ¢, — 0 almost surely, we have that Sr (i) — Go(i 0) almost surely forall i € [m].
Also, given () = 1, since ¢ — 1 almost surely, we have that ( ) G1(4, 1) almost surely for all

i € [m]. Therefore, for any e there exists large enough N such that for - > N we have

qr <, Q*ZO 57'7(2)
-

. Go(i,o)) <e, Vie[m,Q* =0
S-(i)

@r>1—¢ Q =1,

- Gl(i,l)‘ <e Vie[m],Q"=1.
We let

Gy(i,0) = m1nIP’[h€T|heTq,Q:0], @1(2’,1):>axIP’[h€T,~|heT,q,Q:1].

q<e q>1—e€

With these definitions, suppose that at time 7 > N we have S; (i) = N, (i) for i € [m]. We let H,
be the set of possible histories that are consistent with N, (1),..., N;(m). We obtain

on o (St PN Q=1 (Do U 10 = WPz | -0 = 1)

1—¢  “\Cyen PIH- | Q=0] S i.cn. PIHN | Q = OP[Hy+11r | Hy,Q = 0]
“ 1o ((maXHN PHN | Q=1]) >y ey, PlHN17 | HN,Q = 1])

=8 (mingy P[Hy | Q = 0) > g1 cpr. PlHN 11 | Hn, Q = 0]

< tog [ (mexi PIH | @ = 1) A T, (Gl )™

- (ming, P[Hy | Q = 0]) |[Hr| TI (Go(6,0)N @

(
e (<maXHN PIHy | @ = IDTIZ, (Ga(i, 1) ™ )
(mingry BLHy | Q = O) TT1, (Go(i,0) )

(34)

where N, (i) is N, (i) minus the number of i’s in arg maxy P[Hy | Q = 1] and N, (i) is N, (i)
minus the number of i’s in arg ming P[Hy | @ = 0]. Using Assumptions (1| and [2, we have
0 < Gi(i,1) < Tand 0 < Gy(i,0) < 1, which leads to

Gl N-(3) = . N, (i) N
(G20, 1)) : s(Gl(Zfl)) ( L > i [m). (35)
(G (i, 0))V() — \Go(3,0) G1(i,1)Gy (i, 0)

Putting Eq. and Eq. together, we obtain

q- maxp, P[Hy | Q = 1] i i,1) N (@) 1 N
logl—qflog<minHN aneto=all(Gin)  (Govae) )- ©

=1




Since Q* = 0, we almost surely have N%(l) — Go(1,0), which yields
1 gr = NL() Gi(i, 1) P Gi(i,1)
lim —1 <1 1 = 1 .
e <G0(i,0) ;GO(Z’O) %8\ Gy (i, 0)

Since this inequality holds for any ¢, by letting ¢ — 0 we have G,(i,0) — Gy(i,0) and G1(i,1) —
G1(i,1), which leads to

o1 qr - , G1(i, 1) a , Go(i,0)
1 —1 < 1 = — | . 7
Jim = log 7=~ < ;00(1,0) 0g <G0(i70) ;Go(w) ¢\ &G (37)
Similarly, by letting
G’o(i,O)ngxP’[heTi!hETﬂz,Q:O]’ Gi(i,1) = minPlheTi[heT qQ=1],
g€ qz1l—e
we obtain
.1 ar = Mo (i) G,(3,1) s G,(i,1)
1 —1 > 1 1 — = G 0)1 — .
e <G0(i,0) ; (i, 0)leg | 7 7.0)

Again, by letting ¢ — 0 we have G(i,0) — Go(4,0) and G, (i,1) — G1(i, 1), which yields

1 4 - , Go(i,0)
Tllg)lo - log T ;:1 Go(3,0) log <G1(z', 0 (38)

Therefore, combining Eq. and Eq. (38), we obtain

1
lim —log I

T—00 T —qr

=-DP[|heT q=0,Q=0]||P[|heT,q=1,Q=1]),
which completes the proof.

Proof of Corollary 1]

We show the corollary for Q* = 0 as the proof for Q* = 1 is identical. In this proof we let Like to
denote h = K and Review to denote h € { K3, —K;}. We break the proof into two steps. We first

show negative selection, i.e.,

P[Like | Review,q = 1, = 0] < P [Like | Review,q = 0,Q = 0],
P[Like | Review,q =1, = 1] < P[Like | Review,q = 0,Q = 1].
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We then compare the speed of the full history with summary statistics.
Step 1: We show G(1, ¢) defined as

Go(1,q) = P[Like | Review, ¢,Q = 0],

is decreasing in ¢. An identical proof shows G1(1, ¢) is decreasing in g as well. We let A_; and \;
denote the thresholds for “like”, “no review”, and “dislike” . We have

Go(l.q) = PO+C—p>Ai,0 +E[C]+q—p>0]

T BT E+q-p=0,6+C—pd i)

_ PO+¢—p>A,0+E[(]+q—p>0]

PO+ -p> M O+E+q—p >0 +P0+C—p< A1, 0+E[]+q—p>0]

To show Gy(1, ¢) is decreasing, it is sufficient to show

Pl0+¢—p> A, 0 +E[(]+q—p>0]
PO+ —p<A1,0+E[(]+q—p>0

is decreasing in ¢. This in turn is equal to

S amiq fo(@) (1= Fe (p+ A1 — @) do
i Jo@) (Fe (p+ Aoy —2))da

where we used the independence of § and (. Taking derivative of this term with respect to ¢ yields

fo(p—q—E[]) x (1= F M+ g+ E[]) 7, g fol) (B (p+ >\2_1 —2))dx
(S5 e fol@) (Fe (0 4+ Ay = ) de)
(Fe A1+ g +E[) ;7 fol@) (1~ Fe (p + M1 — 2)) do

(I eiq Jo(@) (Fe (04 Ay — ) dr)

)

which is non-positive because

(=R a v B [ ) (Rt ra ) o
BB [T 0 G )
SU-ROu+aBIO) [ o) (R a4 BIG) e
(BB [T ) (- B g+ B de =0,

where we used the fact that cumulative density function is non-decreasing for the inequality.

Step 2: We next compare the speed of learning with summary statistics and full history. We show
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the proof for Q* = 0 as the proof for Q* = 1 is identical. We let

Goo = P [Like | Review,q = 0,Q = 0], Go1 = P[Like | Review,q =0,Q = 1],
G11 = P[Like | Review,q =1,Q = 1].

Subtracting the speed of learning for full history (Theorem [2) from the speed of learning for sum-

mary statistics (Theorem , leads to

G11 G1
Goo log (Go ) + GO(] log <G01> (39)

We next show given Gog < G11 < Go, Eq. is non-negative. Using — log(1 + ) > —z, we have

G111 1-G G 1—-G
Goolos <G01> (1_G00)10g<1—G’(1)1> 2 Goo (1_6*(1)1) + (1 = Goo) (1— 1—Gi>

_q <G00G01 (1 —Goo)(1 — Gm)) ~ (Go1 — G11)(G11 — Goo
—1— + —
Gn 1-Gn

Proof of Corollary

We will show the corollary for Q* = 0 as the proof for Q* = 1is identical. We let A\_; and A\ denote
the thresholds for “like”, “no review”, and “dislike” . First note that P’ [Like | ¢, )] is increasing in

both g and @ because we have
P[Like | ¢,Ql =P[0+q¢+E[(]-p 20,0 +(—p+Q = \].

We next show that the speed of learning with summary statistics is faster than the speed of learn-

ing with full history. We let
Goo = P[Like|g = 0,Q = 0], Go1 = P[Like|¢ = 0,Q = 1],G1; = P[Like|g =1,Q = 1].

Subtracting the speed of learning for full history (Theorem [2) from the speed of learning for sum-
mary statistics (Theorem , leads to

Go1 1-G
Goo log (G11> + (1 = Goo) log (1—G(1)1)'

We next show that given Gy < Go1 < G13, this expression is non-negative. Using — log(1 + z) >

—x, we obtain

1—
o () 0 v (1= ) 2 6w (1 62 16 (112

_q_ <G00G11 N (1 —Goo)(1 — G11)> _ (Gu = Go)(Gor = Goo) 0
Go1 1—-Gn Go1(1 — Gor) o
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This completes the proof.

When Corollaries[1/and 2] Hold Simultaneously

Suppose Q* = 0. For uniform # and ¢ with ( = —( (and hence E[¢] = 0) and § = —6, we have

6
1
P[Like|q:07Q:1]:P[9+C+1—P2>\1,9—P20]=/ ﬂP[CZM*-P—l—?U]M
p - Y

G
:(C—C)l(G—H)/ (C—M—p+1l+a)ds using ¢ > max{\; +1,0 +1—p— X}
S g)Jp
= (C—C)1(9—9) ((é—p) <Z—)\1 — %p+ 1+ ;@)) using 0 > max{p + %,1 —p}. (40)

Similarly, we have

Iﬂhmlq:LQ:O%:@_<%%4ﬂ(@—p+”<(—h—;p—;+;®). (41)

Comparing Eq. and Eq. (1), given 6 — p > { — A\; — %, we obtain
P[Like | =0,Q = 1] > P[Like | g =1,Q = 0],

which guarantees separation assumption. We next show the assumptions of Corollary [2| hold.
Using § > max{p,1 — p} and ¢ > max{\; + 1,0 + 1 —p — A1}, we can write

PO+C+1—p>X,0—p+1>0]
[0 —p+1>0,0+¢+1-p¢&(A1,M)]

P[Like | Review,q =1,Q = 1] = P

1 p 1 1, 1
=7 ¢ <Q A1 2+2+29> (1_)\15/\_1). (42)
S =
Similarly, we have
. . _ R | R N 1
P [Like | Review,q = 0,Q = 0] = 75 ¢ <C A1 ) + 29> —(1 - /\17_>\71) . (43)
S =

Comparing Eq. and Eq. (43), we obtain
P [Like | Review, ¢ = 1,Q = 1] > P [Like | Review,q = 0,Q = 0].

Therefore, the conditions of both Corollary [1jand Corollary 2| hold which concludes the proof.
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Proof of Theorem [5

Full history: We show the proof for Q* = 0 as the proof of Q* = 1 is similar. Suppose the subset
T; C T is partitioned into 7;, and T;,,. Therefore, with a more refined rating system the speed of

learning changes by

P[hGTu\q:O,QZ(”
P[hGTZ-ZqZO,Qzl})
heTi,lq=0,Q=0
hGTthQZO,Q=1]>
[heTi|q=0,Q=0]
[hGTz’!q—O,Q—l])'

Plh €T, |9 =0.Q = 0llog

+PIE T, |0=0. = 0]log (51

—P[hemq:o,Q:mlog(ﬁ (44)

SincePlheT;|q=0,Q =PheT;,|q¢=0,Q+PlheT; | ¢g=0,Q], we can use the following
inequality

Y Vaal gyl € (0,1) (45)

X
xlog7+ylog£,2(w+y)log -
T Y ' +y

to conclude that Eq. is non-negative. Finally, note that Eq. holds because of Jensen’s
inequality. This completes the proof.
Summary statistics: The proof follows from Theorem [#and a similar argument to full history.

Proof of Theorem [6]

We break the proof into two parts. In the first part we show that learning occurs and in the second
part we find the speed of learning.
Part 1 (Learning): The proof is similar to that of Theorem [3] We break the proof into three steps.
First, we show a lemma to pin down the evolution of beliefs and probability of the summary
statistic given Q = 0 and ) = 1. Second, we show that the probabilities are separated. Third, we
show the exponential tail bound for the beliefs which in turn shows almost sure convergence.
Step 1: Letting

poli,™) 2 B[S, =i | Q] Qe {0,1},

the following lemma establishes a recursive relation which pinpoints the values of p;(i,7) and
Po (Zv T)'
Lemma 2. The sequences {p1(i,7)} and {po(i,7)} satisfy
K
poli,7) = poli—j.7—1)Gq (g (i —j. 7 — 1)), (46)

j=1

p1(2,7)

where q (i,7) = 57 St

Proof. The proof is similar to that of Lemmal[l] &
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Step 2: Given the separation assumption, we can find numbers G;(j) and Gy(j) for j € [K] such
that

Jj=t Jj=t

K K
> Gi() —manGIJ q) >maXZG0J 9) =Y Golj), 2<i<K.
j=i Jj=t

We show that the probability of average summary statistics with ) = 1 majorizes a multinomial
random variable with alphabet 1, ..., K, where the probability of letter i € [K]is G(7). Similarly
the probability of summary statistics s with ) = 0 is majorized by a multinomial random variable.

Formally, we have

Il
o

Sy = Multinomial (1,..., K;G1(1),...,G1(K);7), Q
Sr = Multinomial (1, ..., K;Go(1),...,Go(K);7), Q

Equivalently, letting
! !
Sil,r)EP[S, <1|Q=1=> p(i.7), So,7)2P[S, <1|Q=01=> pol(j,7),
j=1 j=1

we have

IN

Il
]

Si(1,7) & P[Multinomial (1,..., K;Gy(1),...,G1(K);T)
So(l,7) £ P [Multinomial (1, ..., K; Go(1),...,Go(K); T)

Sl(?)
SO(?)

IN

v
IN

Proof of Step 2: We prove the claim for () = 1 as the proof for () = 0 is identical. The proof follows
by induction on 7. If it holds for 7 — 1, then using Lemma 2] we can write

ZZPQ (i =47 =1)G1(j,q (i = j,7 = 1))

=1 j5=1
K-1 K
<S(I-Lr-1)=> pl-jr-1) Y Gi(r),
J=1 r=j+1
K K ~ ~
=Y Sil—j,7=1G1(5) <D Sil—j,7 = )G () = Si(l,7). (47)
j=1 Jj=1

The proof of Step 1 finishes by noting that for 7 = 1 we have

S1(1,1) =Gy (1, ;) <G1(1)=5:(1,1), Si(K,1)=1=5(K,1),

ZG1< > ZGl =51(1,1), 2<i<K-1.
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Step 3: Letting A = (Z]K:lel(j)) — (Zle jGo(j)), for any € > 0, we have

2 2
Plgr >e|Q=0] < —e TW, Vr>1,and Pll—¢ >e|Q=1]<-e¢ T2K2, Vr>1. (48)
€ €

Moreover, we have ¢, — Q* almost surely.
Proof of Step 3: First note that A > 0, as we have

K K K K K K
D IGG) =D Y Gi()) > > > Go(i) = iGolj)
j=1 j=1

j=1i=j j=1i=j
Letting v = 1 (Z =1 JG1(j) + S K i=1JGo(J )) and using Step 2 along with Chernoff-Hoeffding’s
bound, we have

~ A2

S1(yr, 1) < Sy (yr,7) =P [Multinomial(l, LK Gi(1), ., Gi(K);T) < 72] < 2e T2KZ,

We also have ,
A

So(yT,7) > 1 —2e "2KZ. (49)

We show the claim for Q* = 0 as the proof for @* = 1 is identical. We have

Plgr > €| Q@ =0] = ZpolTl{(]ZT >e€} = ZPOZT {1_(;(Z)T)>1ie}

- ipowﬂ{l 3(%,)7) } > i {1 —(;J)T) g e}

i= T
<§: (i, 7)1 a@.r) ¢ + (1= So(vyr, 7)) Using 1{-} < 1
_izopo 1, T l—q(i,T) 1—e¢ o\YyT, T g <
3 Ty . q(i,7) € a2 Usine Eq. (@
- ;;pO(Z’T)l gl T-ef T2 sing Eq.
Y
1— LA l—e_ oA a2 9 a2
<3 Spii,r) +2e T2 < ——S2¢7Tak? 4 2¢Tak? = Z¢Tak?. Using Eq. @8)
€ € €

i=1

This completes the proof of the first part. The second part follows from using Borell-Cantelli
Lemma together with the exponential tail bound, similar to that of Theorem

Part 2 (Speed of Learning): We show this part for Q* = 0 as the proof for Q* = 1 is identical. We
will use Sanov’s Theorem (Cover and Thomas [2012, Chapter 11]) stated below:

Let @ be a probability distribution on finite set X = {1,..., K}. Also, let E be a (closed) set of
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probability distribution on X, then we have

K
1 T . B .
L P S (HQ@) =~ piy DPID),
ity ni=T
(e

T T

Similar to the proof of Theorem 4 letting #, indicate the set of all histories for which the average
of ratings is Fy = Z]K:1 JjGo(j,0), we obtain

1 qr 1 Smen, PIH | Q=1]
hmlog< >:hmlog< =1t
T T 1 ZHTGHT P[H: [ Q=0

Z n}(""’nK (nl,.:nK) (Hszl Gl (]’ l)n])

D=1 =T
= lim l log Z‘ﬁiljnj:TEO
T—00 T Z nll(,...,nK (n1,.:nk’) (H]K=1 Go(j, O)TLJ>
Zj:l nj=T
Zszl jnj=1Eq
= — min D([al,...,aK]H[Gl(l,l),...,Gl(K,l)]),

at,..,aK
K _
> a=1
K .
>i=1Ja;=Eo

where we used Sanov’s Theorem with E = {(ay,...,ax) : Zszl a; =1, Zszl ja; = Ey} to obtain
the limit. Finally, note that this speed of learning is smaller (not larger) than

D([GO(LO)’ © .,Go(K, 0)] H [Gl(lv 1)7 <. '7G1(K7 1)]))

which is the speed of learning for vector summary statistics.

Proof of Theorem[7]

To study the effects of targeted rating systems we consider m types of customers where the val-
uations of customers of type ¢ € [m] are drawn iid from distributions f(,(i) and féi) for 0 and ¢,
respectively. We also let p; denote the probability that a new customer belongs to group i for
1 <4 < m. Similar to Eq. @), for any i € [m], we let P [- | ¢, Q] denote the probability of different
actions when the distribution of ¢ and ( are fe(i) and féi). Using these notations, we next show the
proof of this Theorem for Q* = 0 (the proof for Q* = 1 follows from a similar argument).

Full history: Learning the true quality follows from Theorem I} We next characterize the speed of
learning. We have m x (K2+K;+1) total possible actions, i.e., {1,... ,m} x ({—Kj,..., Ko} U{N}).
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Therefore, Theorem |2 shows that learning speed is

m PO (g = 0.0 — PPV [h|q=0Q=0]
Z Z ;P [h|q—O,Q—O]lOg(mP(i)(hyq:O,Q:l)

i=1 he{ Ki,...,K2}U{N}

—sz (FOL1e=0,Q =01 PV |¢=0,Q =1]).

We next show that learning speed is higher than learning speed without types. Using convexity

of KL-divergence and Jensen’s inequality, we obtain

D®L1g=0Q=0]IP[|q=0,Q (sz rq—ocz—ouzpz —o,Q—J>
<> mD(POL1a=0.0= 0PV g =0.0 = 1),

which completes the proof of this part.
Summary statistics: Learning the true quality follows from Theorem 3} Using Theorem [ for each
type i € [m] the speed of learning is given by

1

ti—o0 T;

where t; denotes the sequence of customers that belong to type i. Each customer that joins the
platforms observes the summary statistics of all of m rating systems and forms a belief, which
using Bayes’ rule can be written as I, = [[;~, l;,. Using Eq. along with % — p; almost surely
(using SLLN), we obtain

hmflogzt— Zpl [|heT,q=0,Q=0][|P[[heT,qg=1,Q=1]).
=1

Again, using Jensen’s inequality completes the proof.

Proof of Theorem

We break the proof into two steps. In the first step we reformulate the platform’s revenue and
highlight that the speed of learning is a key component of platform’s revenue. In the second step

we show that increasing speed of learning, increases platform’s revenue.
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Step 1: Maximizing the expected revenue of platform is equivalent to maximizing

o (- p+04C) LO+C-p2 00+ 5= p+0+O1{E+C—pe (-1,0)

B[~~~ o, [ 2 p—6-C|Q=0)1{8+ ¢~ pe (~1,0)}
1

+ 5B (A= —0-O)Prg [ <p-0-ClQ=1)1{0+(—pec (-L0)}]. ()

The platform’s expected revenue from customer ¢ is proportional to P[j; = 1] (recall that plat-
form gains a fixed revenue from each customer that joins the platform). Therefore, the platform’s
problem is to maximize P[j; = 1]. Using Eq. (), this probability can be written as

Pe [ = 1] = P[EQ,0,.¢,,00,¢ [1{br = 1} (6 + ¢ + Q — p)] — ¢t > 0]
= F.(EQo,,¢c,00,t [(0r + G + Q — p)1{by = 1}]).

Since F¢(-) is non-decreasing, the platform’s problem is to maximize
EQ79t7<t79t7t [(et +G+Q— p)l{bt = 1}] .
Using Eq. (3), we have

EQ.o1.¢i.0t [0 + G+ Q —p) H{br = 1}] = Eqo,.¢.0,0 [(0: + G + Q@ — p) H{qr > p— 0; — E[(]}]

:%Ee,g[*(p*GfC)Pmt [ >p—E[C]—60|Q=0]

DN =

+5Eoc[(1—=(p—0-0)Pro e >p—¢—E[0] | Q =1]]

= S (1= p+Eoc [0 +C) + 3Bac[~ (0~ 0~ O Pualae >p— 0~ | @ =0]
3B [~ (p—0-O)Pea g <p—0-C|Q=1]. 52

We can further write

EQ.6,.¢0,90.¢ [(0r + ¢ + Q — p) 1{bs = 1}]

= (0= p+Eoc 0+ )+ 2Poclp—0—C <O Boc[-(p—0-C) |[p—0-C<0]

2
+%P9,<[P—9—421]E9,<[—(1—(p—9—4))|p—9—C21]
+%P6,C[P—9—C€[071]]]E9,c[—(p—9—0pt,m[qt >p-0-¢|lQ@=0]|p-0-¢€l0,1]]

+%P9,<[P*9*C€[071111’39,:[*(1*(P*é’*C))Pt,m[qt <p-0-¢|lQ=1]|p-0-¢€[0,1]]

=Eg,¢ {(%*p+9+C)1{9+C7p20}%(17p+9+§“)1{9+§fp€(71,0)}

+ 3B (~(p— 0 OPua g > p—6-C|Q=0)1{0+C~pe (~1,0))

+ 3B [0 = (=0 = e lar <p—0-C 1 Q=) 1{0+C—pe (~LO)Y.
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This proves the first step.

Step 2: If system I has a higher speed than system II, then the platform’s revenue from using
system I is higher.

For the second step, note that the terms that depend on the rating system are

%Pe,c[p—G—CG[071]]15‘39,4[—(p—G—C)]P’mt[qz:Zp—9—C|Q=0]!P—H—CG[OJ]]

4 5Poclp—0—Ce 0, Eocl-(1—(p—0— ) Pro [ <p—6-C1Q=1]|p—6-Ceo,1].

Also, note that if Q! has a higher learning speed than 2}/, then since customers have an improper

uniform prior on the number of previous customers (before joining the platform), we obtain
Py a1 a1 ldf <g/"lQ=0] =1, Py a1 a1 laf >¢/"1Q=1] =1.

This leads to

Pooi[of 2p—0-C|Q=0] <P o g’ >p-0-C|Q=0],
Poorlaf <p—0-C1Q=1]<Poulg <p-0-¢|Q=1].

Sincep— 6 — ¢ € [0,1], wehave — (p—0 - () < 0and — (1 — (p— 0 — ¢)) < 0, which shows the
revenue of the rating system Q is higher than the revenue of the rating system with Qf.
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