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A large, if not dominant, body of recent research in
macroeconomics incorporates the Barro (1977, 1978) variant
of the Lucas supply function. The analytical convenience
of this approach is well known. For empirical work it has
considerable attraction as well: It imposes restrictions
upon how changes in money affect real income aqd it may be

stable despite a change in the monetary regime governing the
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money supply process.l In particular, an empirical investi-
gator can define expected money growth by an ARIMA process,
a transfer function, or other parsimonious means and then
include in the real income equation only a few money shocks
(innovations) -- the difference between actual and expected
money growth. Thus a great saving in parameters estimated
is to be achieved compared to estimating a long distributed
lag on actual money growth rates as would be required to ob-
tain effectively the same equation.2

This paper investigates whether the Barro restriction
that only money shocks (not anticipated money growth) affects
real income is supported by the data for other countries and
for two other factors affecting aggregate demand: real
government spending and real exports. The empiricai results
suggest that the data are not inconsistent with the Barro
restrictions. However, except for the United States, it
makes very little difference whether one-year distributed
lags on unanticipated or actual changes in aggregate demand
variables are used in the real-income regressions. Certainly
the results would not suggest use of the unanticipated vari-
ables absent an a priori preference. While these results
can be rationalized by greater measurement errors in the
foreign data -- no real income regression explains much --
they are sufficiently surprising to warrant further investi-

gation and cautious application of Barro's approach.



A generalized form of the Barro-real-income equation is
derived in Section I. This form is the basis of the empirical
results reported in Section II. A summary and suggestions

for future research conclude the paper.



I. A Generalized Barro-Real-Income Egquation

The real-income equation is derived by combining a Lucas
supply function with a standard aggregate demand function to
obtain real income as a function of lagged transitory real
income and shocks in nominal money, real government spending,
and real exports.3 Other aggregate demand variables such as
taxes are not included because of lack of adequate interna-
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tional data.

The aggregate supply function is of the Lucas (1973)

form:
— _ p -
(1) Alog y = a azlog(yi/§_l) + a3P + €

where y 1is real income, yp is the natural-employment or per-
manent value of real income, aj is the periodic growth rate
of yp, € 1s a white-noise disturbance, and P is the price

level shock:
(2) P = log P - (log P)*

where P is the price level and an asterisk denotes expectations
based upon the previous period's information set.

The aggregate demand function is assumed semi-log-linear:

(3) log y = bl + bzlog(M/P) + b3log g + b4x + u

where M is the nominal money supply, g is real government

spending, X is exports divided by income,5 and u is another



white-noise disturbance uncorrelated with €. Familiar manipu-

lations yield the semi-reduced-form real-income equation:

(4) Alog y =a; - a, log(y_l/ygl)
_ 1 . R ~ b,

+ -—-———b—z— <b2M + b3g + b4X + (a—u + 89
1 + = 3

3

~

‘where M, §, and ® are the differences between the actual and ex-
pected values of log M, log g, and x, respectively. It is generally
argued that inventory fluctuations will lead to some lags in

the adjustment of output (as opposed to final sales) so that

some short distributed lags on ﬁ, @, and x are permitted as

well as the contemporaneous terms.6 For example, using

quarterly data and assuming any inventory lags are corrected

within a year:
- - p
(5) Alog y = a, a, log(Y_l/Y_l)

~
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where e is the combined residual disturbance.

This is the form of the real income equation used in
the Mark III International Transmission Model7 and investigated
in Section II below. The empirical basis for including only
innovations in money and not anticipated changes in money is
by now well known, but it is perhaps worthwhile to comment

briefly here on the corresponding basis for real government

spending and exports.



The real income equation (5) -- assuming positive short-
run effects -- implies that unexpected increases in government
spending or exports cause a short-run increase in real income,
but this short-run increase is eliminated over time. That is,
there is complete long-run real crowding out. I have argﬁed
elsewhere (1979, pp. 225-227) that this pattern represents a
rough concensus of empirical results for the United States.

As with money growth, however, alternative anticipated levels

of real government spending and of real exports may imply
different steady-state values of the capital-labor ratio so

that their anticipated levels may belong in the real income
equation even though they do not affect the natural-employment
level of labor input. Further, there may be incentive effects
on labor supply and efficiency effects associated with different
sizes of government, but again empirical evidence is lacking to
date. As specified, the real income equation (5) embodies a
hypothesis that the effects of anticipated M, g, and x on y via

capital or otherwise are negligible.



II. Empirical Results

Our empirical investigation is based upon the 1955-1976
quarterly data bank of the NBER's Project on the International
Trahsmission of Inflation. Data are available for the United
States, the United Kingdom, Canada, France, Germany, Italy,
Japan, and the Netherlands. Two years are lost due to lagged
variables which appear in the real income equation (5) and in
the definitions of expected values, so all estimations are
for the 80 quarters from 1957I through 1976IV.

Table 1 reports ordinary least squares (OLS) estimates
of equation (5) where &, a, and x are defined as the residuals
of univariate ARIMA processes fit according to the methods of
Box and Jenkins (1976) using the programs described in Nelson
(1973). 1In Darby and Stockman (1980), these-equations were
fit by the two-stage-least-squares method using principal
components (2SLSPC) to take account of the endogeneity in the
Mark III Model of the current money and export shocks & and X.
The results reported here differ liftle from those 2SLSPC
results and certain bugs in the TROLL system make them more
useful for sensitivity analyses.8

Examining the results in Table 1, we can first observe
that with the exception of the United States, the explanatory
powers of the regressions are very weak: Only 10 to 20 percent
of the residual variance around the mean growth rate of real
income is explained for 5 countries, and for France and Japan

less than 10 percent is explained.9 While some of the



individual t-statistics would be quite significant given the
maintained hypothesis that all the other variables belong in
the regression, this is less true for gfoups of coefficients.
Table 2 reports F-statistics for the null hypothesis that all
the coefficients applied to a particular shock variable are
zero;lo these are reproduced from the 2SLSPC estimates in
Darby and Stockman (1980). Only the U.S. money shock vari-
ables as a group reach significance at the 0.01 level or
better. 1In addition, British and Cénadian government spending
shocks reach significance at the 0.05 level while Canadian

and Italian money shocks and American and German export shocks
are significant at better than the 0.10 level. I conclude
that in an absolute sense the explanatory power of the gener-
alized Barro real-income equation is weak other than for the
United States.

One question is whether the use of only unanticipated
changes in the aggregate demand variables is consistent with
the data. Table 3 reports the standard errors of estimate
for regressions in which actual changes are substituted for
unanticipated changes for each group of aggregate demand

variables.ll

The form of the regression is indicated by a
combination of three U's and/or A's where U represents un-
anticipated and A represents actual changes and the ordering

is M, g, x. Thus a UAA specification has unanticipated changes
in log M for the Cyreee1Cy terms and.actual changes in log g

and x for the c terms. The main message of Table 3

5,...,C12



appears to be that except for the United States it makes very
little,difference whether one uses actual or unanticipated
changes in the real income equagion specified. If we examine
the minimal-sum-of-squared-residuals regression for each
counﬁry, half of the cases involve money shocks, another,
partially overlapping set of 4 have government spending
shocks, and only 2 have export shocks. While tests on non-
nested models are difficult, it is clear from the small or

no increase in the SSRs for the UUU regression form as op-

posed to the best alternative that a null hypothesis that UUU

is the correct form is not inconsistent with the data.

Since the addition of insignificant variables may increase
the standard error of estimate and reduce the (corrected) §2,
the real income regressions were also run with money shocks only
as suggested by Barro.12 The results reported'in Table 4 show
that the explanatory powers of all the regressions, in fact,
deteriorate slightly. The last column of the table gives the
1 T Gy T C3 = ¢, = 0;

the U.S. money shocks as a group are still significant at the

F(4/74) statistic for the null hypothesis c

one percent level and the Italian at the ten percent level, but
now the German and Dutch money shocks are significant at the
five percent level and the Canadian money shocks not at all.

If these regressions are slightly encouraging for the money-
shock approach, the results of replacing the money shocks with
the actual changes as reported in Table 5 are not. Again, only

for the United States is there a dramatic fall in ﬁz or rise in



S.E.E. when actual changes are substituted for unanticipated
changes. BAmong the other seven countries it makes little dif-
ference whether actual or unanticipated changes are used, but
the §2 is higher for four countries when actual changes are
used. So the money-only-matters equations tell essentially
the same agnostic story as the generalized Barro-real-income
eguations.

Errors-in-the-independent-variables are an obvious explana-
tion for the poor explanatory power of the money and other
shocks. These errors might arise from the fact that the shocks
are based on constructed expectations series or from the ap-
parent fact that the data for the other seven countries have
larger measurement errors than are present in the United States
data.

Consider first the extremely limited infogmation set (past
values of the variable only) used to divide log M, log g, and
X into expected and unanticipated components. If the true ex-
pectations are based on a broader information set, the actual
change might be as good or better a measure of the unantici-
pated change as our ARIMA innovation. To investigate this
guestion, I constructed transfer function estimates of expected
money using Nelson's TRANSEST program applied to the variables
appearing in the Mark III Model's money supply reaction function:
the inflation rate, log(y/yp) or unemployment rate, ;, and, ex-
cept for the U.S., the scaled balance of payments. However in

six cases out of eight, the univariate ARIMA processes resulted
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in lower SSR's than these transfer estimates.l3 Further, Darby

and Stockman (1980) checked for correlations (among others) of

the residuals of the real income equation§ with the residuals

of all the other domestic equations and of the reserve-country
(U.S.) nominal-money, real-income, and price-level eqguations.
There was no apparent pattern of significant correlations which
might suggest other variables for expectations transfer functions:
so the approach was not pursued. It may be rational for individuals
not to use costly information even if it has some predictive value
(see Darby (1976) énd Feige and Pearce (1976)), but this may
constitute some evidence against the costless-information inter-
pretation of rational expectations.

Appeals to measurement error, like to patriotism, have a
deserved reputation as a last resort of scoundrels. Nonethe-
less, in any particular case they may be correct. Measurement
error in the dependent variable (Alog y) could account for the
generally low explanatory power of the regressions and signifi-
cance levels of the explanatory Variables.l4 There may be
greater danger of measurement error in the independent variables
in general and in money in particular. Table 6 presents the
standard deviations around the mean of each of the shock vari-
ables plus the dependent variable. For each of the independent
variables, the U.S. standard deviation is only about one third
of the average standard deviations for the seven countries, but
for the dependent variable, the U.S. sﬁandard deviation is

about three quarters of the mean for the other countries.
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Now there are good reasons why money shocks in nonreserve
countries would be greater than in the reserve country.15 Sup-
pose that nonetheless we assume that all of the difference bet-
ween the standard deviations of & for thé United States and the
average of the other countries is accounted for by a normally
distributed error component. Table 7 illustrates for ten
drawings what such a measurement error does to the summary
statistics and money shock F-statistic for the regression esti-
mates of equation (5). Certainly the range of reported summary
statistics is similar to that for the other countries appearing
in Tables 1 and 2. The means of the 10 drawings are very
similar to the means for the other seven countries noted at the

17

bottom of Table 7. Thus an assumption that all the differences

in the standard deviations of & across countries is sufficient
to account for the weak results observed for countries other
than the United States. Doubtless other more reasonable assump-
tions as to measurement errors would do likewise. While this
is no proof that measurement errors are the reason for the weak
results outside of the United States, it is evidence that measure-
ment error in the basic datal8 is a tenable defense for those who
believe that the Barro approach is a correct description of the
real world.

An alternative structural argument based on Lucas (1973)
could be made: Countries which have larger prediction variances
will be characterized by steeper aggregate supply curves. As

a, in equation (1) approaches 0 so do the coefficients of M, g,

3
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and % as seen in equation (4) above. However, Lucas required
huge variations in nominal income variance to detect this ef-
fect, so it would not appear to be a viable defense for the
current results.

in sum, the empirical estimates indicate that, with the
exception of the United States, actual and unanticipated changes
in aggregate demand variables do about equally poorly as
explanations of real income growth. While these poor results
may be due to measurement errors in both the dependent and
independent variables, they are disappointing to supporters of
the Barro approach to modelling the joint hypothesis of the

natural unemployment rate and rational expectations.



III. Implications for Economic Policymaking

In the 1960s the analytical and empirical elegance of
the Phillips curve gave it wide currency as a tool for both
evaluation and formulation of macroeconomic policy. It was
not realized generally until the beginning of the 1970s that
despite its aesthetic appeal, the Phillips curve did not
work. The Lucas supply curve -- particularly in the Barro
reduced form -- has similarly become a major tool for policy
formulation and evaluation largely on the basis of a priori
appeal rather than a solid foundation of empirical work.
Needless to say, both the theoretical appeal and preliminary
empirical work suggest that this approach is a good bet.

But the results of this paper suggest that there is less
reason to adopt the approach when we examine data sets other
than the one used to formulate the hypothesis. Thus policy
prescriptions or evaluations which rely on the Lucas-Barro
approach should be clearly labeled "Unproven; use at your
own risk."

Surprising or anomalous results are our best clues to
promising areas for future research. Other results casting
doubt on the empirical robustness of the Lucas-Barro approach

have been reported by Pigott (1978), Barro and Hercowitz (1980),

and Boschen and Grossman (1980). Further research is required so
that we can either use the approach with confidence or proceed

to a more workable analysis.
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TABLE 2

F-STATISTICS FOR GROUPS OF DEMAND SHOCK VARIABLES FOR 2SLSPC ESTIMATES

" Country F(4/66) Statistics
ﬁ variables 5 variables ; variables
United States 7.128 1.820 2.188
United Kingdom 1.164 3.531 1.763
Canada 2.315 3.191 1.858
France 0.341 0.783 1.006
~Germany 1.473 0.748 2.353
Italy 2.201 2.004 1.766
Japan 1.152 1.147 N 1.660
Netherlands 1.530 1.137 1.675
NOTES: 1. The reported F-statistics are appropriate for testing the
joint hypothesis that all four of the demand shock variables
of the type indicated have a coefficient of zero. Such a
test is conditional upon the other variables entering in the
equation.
2. For F(4/66), the 10 percent significance level is 2.04, the

5 percent significance Tevel is 2.52, and the 1 percent
significance level is 3.63.
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TABLE 6

STANDARD DEVIATIONS OF REAL INCOME GROWTH
AND SHOCK VARIABLES

Country Standard Deviation of

ﬁ § X Alog y
United States 0.0052 0.0197 0.0028 0.0108
United Kingdom 0.0188 0.0329 0.0090 0.0155
Canada 0.0746 0.0283 0.0066 0.0128
France 0.0119 0.0566 0.0059 0.0184
Germany 0.0139 0.0562 0.0070 0.0143
Italy 0.0159 0.1583 0.0083 0.0140
Japan - 0.0168 0.0537 0.0023 0.0159
Netherlands 0.0155 0.0448 0.0196 0.0740
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TABLE 7

SUMMARY STATISTICS FOR UNITED STATES
GENERALIZED BARRO-REAL-INCOME EQUATION
WITH ARTIFICIAL MONEY-SHOCK MEASUREMENT ERROR

Drawing 5 | Std. Qev
Number R S.E.E. D-W F(4/66) of M
1 0.1613 0.0099 1.60 1.885 0.0152
2 0.1265 0.0101 1.60 1.153 0.0146
3 0.1744 0.0098 1.63 2.176 0.0130
4 0.1153 0.0102 1.52 0.928 0.0149
5 0.1397 0.0100 1.46 1.423 0.0154
6 0.1879 0.0097 1.44 2.406 0.0152
7 0.1105 0.0102 1.49 0.835 0.0149
8 0.1874 0.0097 1.61 2.474 0.0743
9 0.0827 0.0704 1.49 0.309 0.0142
10 0.1366 0.0100 1.59 1.35é 0.0152
mean 0.1422 0.0100 1.54 1.495 0.0147
mean of other
7 countries 0.1268 0.0140 2.29 1.453 0.0153
Notes: 1. The first ten sets of summary statistics are for the U.S.
equation (5) with M replaced by & =M+ N where N is nor-
mally distributed with mean 0 and standard deviation 0.014389.
The next line is the mean of the first ten lines and the final
Tine is the mean of the corresponding values from Tables 1 and
2 for countries other than the United States.
2. The F(4/66) statistic is for the test of the null hypothesis

cp = ¢, = c3 =c, = 0. The critical values are 2.04 for the

ten percent significance level, 2.52 for five percent, and 3.63

for one percent.
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FOOTNOTES

lIf a change in monetary regime does not alter the

predictability of the future money supply, then the coef-
ficients on money-supply innovations (or shocks), in the
Barro variant would apparently remain unchanged.

2See Sargent (1976) on the equivalence of these two ap-

proaches absent identifying information in a money supply
transfer function which is not present in the real income
equation. See also McCallum (1979) on testing for the wvalid-
ity of the Barro variant even in the absence of such a priori
identifying information on a change in monetary regime.

3For similar derivations, see McCallum (1978), Korteweg

(1978), and Horrigan (1980).

4No bias will result from including the effects of these
variables in the error term unless their innovations are cor-
related with the innovations in the included variables. Were
this the case, the expected values of estimated coefficients
would be augmented by the product of the omitted coefficients
and the regression coefficients of the omitted variables on

the included variables. See Theil (1971, pp. 548-556).

5Exports are scaled by dividing by income instead of by
taking logarithms because in the Mark III International
Transmission Model (the basis for the empirical work below)

a balance of payments identity involving sometimes negative
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numbers is imposed. This should only cause an offsetting -
change in the magnitude but not the significance of the
estimated export coefficients.

6See particularly Haraf (1978).

7See Darby and Stockman (1980).

8The basic problem is that it is impossible to recover

in TROLL the sum of squared residuals based on the fitted
values of the endogenous variables. Work is underway to

correct this.

YThe F(13/66) value of 1.634 for France is right at the

border of the critical region for rejecting the null hypothesis

8 T Cq = Ch = eee = C = 0 at the 0.10 significance level,

2 1 2 12
while the F value of 1.491 for Japan fails even this test.
For all the other countries, this null hypothesis can be
rejected at the 0.05 significance level or better. It should

be noted that data reliability is a particular problem for

France, Italy, and Japan.

10That is,the F for M variables is for testing the null
hypothesis Cq =Cy =Cqy =Cy = 0.
11

The alternative procedure of adding additional terms

for anticipated changes and testing whether they belong is

not feasible in this case because the estimated ARIMA processes
frequently imply extreme multicollinearity. Only variables

know a priori to determine anticipated money but not to belong
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in the real income equation would make this alternative approach
usable.

12That is, with coefficients c5,...,c12 in equation (5)

all set equal to 0. This would follow if b3 and b4 were 0 in
the aggregate demand equation (3) due to short-run demand-side
real crowding-out.

13The six out of eight dominance of univariate expectations

occurred in the UUU regressions; in one case (France) the use
of transfer expectations shifted the minimum-SSR regression from
the AAU to the UAU form.

14Measurement error in the dependent variable if it is un-

correlated with measurement error in the independent variables
does not bias the coefficients but does increasg 52 (the S.E.E.).
It might be that measurement error due to deflation would cause

a spurious positive relation to appear between Alog y and §
while measurement error in nominal income might create a spurious
negative relation between Aloé y and x. Such a hypothesis would
find some support in the estimates reported in Table 1.

l5For example, under the strictest version of the monetary

approach to the balance of payments and under the assumption of
independence of the sources of shocks, the variance of a nonre-
serve country's money shocks would equal the sum of the variance
of the reserve country's money shocks, the variance of changes
in the purchasing power parity, and the variance of the distur-

bance term to the money demand equation.
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16That is, Table 7 reports regressions for the Uniﬁed States
where ﬁ is replaced with ﬁ = ﬁ + N where N‘is a computer generated
normal deviate with mean 0 and standard deviation 0.014389. To
explore sampling variation, 10 different drawings of N were made
with the regressions computed for each one. Alternatively, an
analaytical examination of biases based on an assumed variance-

covariance matrix of the errors might be pursued as suggested

by Garber and Klepper (1980).

17This similarity is also apparent in the (unreported) in-

dividual coefficients and t-statistics. ©Note that the two mean
S.E.E.'s are in the same ratio as the standard deviations of Alog vy
for the U.S. and the other countries. The hint of negative auto-
correlation implicit in the nonreserve countries' mean Durbin-
Watson statistic of 2.29 is consistent with greéter measurement
error in the level of log y which would induce negative autocor-
relation in Alog y. By construction, autocorrelation due to
measurement error is removed from the shock variables.

lng the measurement error is not in the basic data, but is

instead due to the inadequacy of the expectations functions as
representations of the true market expectations, then the Barro
approach will not be useful even if the Lucas supply function is
a true description of the economy. Leiderman (1980) reports
that the rational-expectations approach to specifying expecta-
tions works for the United States. Figlewski and Wachtel (1980)
and Urich and Wachtel (1980) report mixed results in reconciling

survey data with rational-expectations proxies.





