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1. Introduction

Time series econometrics typically involves drawing inferences about the present or future
using historical data. In some cases these inferences are about how the economy operates or
how economic policy affects key variables. For example, much empirical work on monetary
ecoromics currently rests on inferences drawn from so-called structural vector autoregressions
(VAR's); Bernanke and Blinder (1992) and Christiano, Eichenbaum and Evans (1993) provide
two recent examples. In other cases these inferences are in the form of forecasts. Both
applications typically require that the model at hand be stable (that the future be like the past)
for such inferences to be valid. For example, giving advice to current policy makers based on a
structural VAR requires, among other things, that the historically estimated model remains
relevant today. Although studies occasionally include some analysis of stability, it is often
limited in scope, perhaps consisting of reestimating the model on a single subsample. The
importance of stability and the current lack of systematic evidence on it therefore leads us to
ask, how generic is instability in multivariate time series relations?

To answer this, we undertake a two-part experiment. The first part assesses the prevalence
of parameter instability in economic time series relations using a battery of recently developed
tests for instability. This is done using a sample of 76 monthly time series for the postwar U.S.
economy over the period 1959:1 - 1993:12 (420 observations), among which are 5700 distinct
(although not independent) bivariate forecasting relations. These series are chosen to provide
relations which are representative of those of interest to macroeconomists and macroeconomic
forecasters. This sample is then used to compute empirical distributions of various tests for
Structural stability, including Nyblom's (1989) test for parameter stability, CUSUM tests, and
break point tests such as the Quandt (1960) likelihood ratio statistic.

The second part of the experiment examines whether current state-of-the-art adaptive
forecasting models capture the instability found by the stability tests and thereby improve upon

more naive forecasts. This entails the empirical evaluation of different forecasting models



which exhibit different degrees of adaptivity, ranging from no adaptivity (fixed parameter
models) through moderate adaptivity (recursive least squares, rolling regression, and random -
walk coefficient time varying parameter (TVP) models with small coefficient evolution) to high
adaptivity (TVP models with large coefficient evolution). Although work on regression models
with stochastically time varying parameters (or "stochastic coefficients”) dates to Cooley and
Prescott (1973a, 1973b, 1976), Rosenberg (1972, 1973), and Sarris (1973), and although TVP
models been applied to selected series, we know of no systematic evidence on whether these
techniques might be widely useful in economic forecasting amplicatiom:.l Eight univariate
models are considered for each of the 76 series for a total of 608 univariate forecasting
equations, and eight bivariate models are considered for each of the 5700 bivariate forecasting
relations for a total of 45,600 bivariate forecasting equations, Models are compared using one-
month-ahead mean square errors (MSE’s). In the spirit of Makridakis et al. (1982) and Meese
and Geweke (1984), who applied univariate forecasting techniques to large numbers of series,
this part of this experiment yields a forecasting comparison suggesting which models typically
do best in macroeconomic applications. The results also provide an opportunity to assess model
robustness by identifying models which successfully guard against the most severe out-of-
sample forecasting failures.

Looking ahead to the results, the tests indicate that instability is widespread. For example,
one version of the Nyblom (1989) test rejects stability (at the 10% level) in more than 70% of
the 5,700 bivariate relations. This instability is more prevalent in certain classes of series, such
as measures of aggregate output, than in others, However, our results also sugg::st that
forecasting models explicitly designed for time varying parameters (rolling regressions or
random walk TVP models) often fail to perform as well as traditional fixed coefficient or
recursive least squares models: in 57% of the 5700 pairs, fixed-coefficient or recursive least
squares forecasts have the lowest out-of-sample MSE among the sixteen competing models,
while in only 10% of the pairs do bivariate TVP models have the lowest out-of-sample MSE.
When they are best, the gains associated with the TVP forecasting models typically are small.



In a small fraction of the causes, the TVP and recursive least squares models pérform well while
the fixed coefficient models perform quite poorly, and in this sease the TVP and recursive least
squares models are more robust than the fixed coefficient models. Overall, however, the TVP
models fail to exploit successfully the time variation found by the stability tests.

The outline of the paper is as follows. Section 2 describes the data set. The stability tests
are described in section 3, and section 4 summarizes the empirical testing results. The
forecasting models are described in section 5 and are evaluated empirically in section 6. Section

7 concludes.

2. The Data Set

Our objective in constructing the data set was to obtain a sample of economic time series
for the U.S. which is representative of the relations of primary concern to macroeconomists and
macroeconomic forecasters. While one could in principle draw series at random from a large
macroeconomic database, a simple random sample would oversample certain classes of heavily
represented series, such as industry-specific deflators, interest rates, or financial flows. Such a
sample would be representative of the monthly data which are produced but not of the
forecasting relations of interest to macroeconomists. Moreover, such a sample would omit
imponant forecasting variables which are constructed from the primary data, such as interest
rate spreads. In theory, stratification could eliminate the problem of ovcrsampliilg certain
classes of series which are produced in detail, but would not address the issue that many of the
important forecasting series are constructed by researchers and thus are not contained in
standard databases. Moreover, mechanical simple or stratified sampling would produce many
series with definitional changes or other internal inconsistencies.

Our sample of series therefore was obtained by applying subjective judgment, using four

criteria as guidelines:



1. The sample should include the main monthly economic aggregates and coincident
indicators. This resulted in the inclusion of series such as industrial production,

weekly hours, personal income and inventories.

2. The sample should include important leading economic indicators. This led us to
include series such as monetary quantity aggregates, interest rates, interest rate spreads,

stock prices, and consumer expectations.

3. The series should represent different broad classes of variables which can be expected

to have quite different time series properties.

4. The series should have consistent historical definitions or, when the definitions are
inconsistent (for example different base years for different segments of a real series) it

should be possibie to adjust the series with a simple additive or multiplicative splice.

‘These criteria were used to select 76 monthly U.S. economic time series. Most of the raw data
were obtained from the CITIBASE data base, although many series were subsequently modified
(for example by creating interest rate spreads). The series can be grouped into eight categories:
output and sales; employment; new orders; inventories; prices; interest rates; money and
credit; and other miscellaneous series including exchange rates, govemment spe;tding and taxes,
and miscellaneous leading indicators. The complete list of series and their mnemonics are given
in the appendix.

The sample runs from 1959:1 to 1993:12, The starting date was chosen because this is the
earliest date for which many of the series, in particular the monetary aggregates, are available.
Four series (the series on government finance) start in 1967:6. The statistics in question were

computed using the longest possible sample for which all relevant data were available.



Each series was screened to detect breaks and outliers due to changes in definitions or
reporting practice. Most series were also transformed to induce approximate stationarity by
taking either first differences or first differences of logarithms. For consistency, the
stationarity transformation was in general applied to entire classes of series rather than on a
case-by-case basis. For example, production, employment, prices, and money were all
transformed using first differences of logarithms, and interest rates were transformed by first
differencing. Some series which did not fit naturally into a broader category were analyzed on
a case-by-case basis using visual inspection, a-priori reasoning, and unit root test statistics, and
then transformed accordingly. The transformation for each series is listed in the appendix. It
should be emphasized that many of the procedures are only slightly affected by the use of first
differences vs. levels. In particular, the forecasting models in section 5 produce similar short-
run forecasts using levels or first differences (this would not be the case if many of the series
were cointegrated, but there are neither theoretical nor empirical reasons to suspect widespread

cointegration among these series).

3. Description of Stability Tests

The empirical analysis uses variants of three classes of tests for parameter stability: tests for
random (time-varying) coefficients; tests based on cumulative forecast errors (C.USUM tests);
and tests based on sequential Wald tests for a single break. For completeness, we bricfly
summarize these tests here, although details are available in the original references. For
additional discussion of these tests see the review by Stock (1994) and for additional references
to stability tests more generally see Hacki and Westlund (1989, 1991).

The general model considered is,

) i =1 + “t(L)Yt-l + B((L)xt.l + &



where (L) and ﬁl(L) are p-th order lag polynomials which in general are time varying and

where ¢ is serially uncorrelated with mean zero and variance o#. Let k denote the total

number of regressors. Each test has as its null hypothesis that the parameters are constant, that

is, u=p, at(L)=a(L) and B(L)=B(L). The derivation of the null distributions of the test statistics
also assumes that the regressors are jointly second order stationary, along with additional

technical conditions. When the discussion below refers to univariate tests, it is understood that

the terms in x,_, in (1) are omitted.

Tests for lime-varyi
The first set of tests for randomly time-varying coefficients are Nyblom's (1989) locally
most powerful tests against the alternative that the coefficients follow a random walk, where the
random walk error is independent of ¢,. Nyblom (1989) derived his statistic against the
alternative that ali the coefficients are stochastic, and this requires some modification since we
also test subsets of coefficients, Rewrite the regression (1) as BWw=6z + ¢ in obvious
notation. Suppose under the alternative that q <k linear combinations of 6, follows a random
walk; thatis, R§, = Ré, ; + n,, where R is a q Xk matrix of constants which are either kmown
or can be consistently estimated under the null, and », is i.i.d. and uncorrelated with ¢;. Then
the modified Nyblom statistic is L = T2 2}.___ lSt’V'lS!, where St=R2;=lzses, lwhere {eg} are
the residuals from OLS estimation of (1), and where Q= (R'l"l Z:’{alztzt’R')?, where 32
=T} L T= le%.
The test is evaluated for three different sets of coefficients:

(2a) Loy test py, (L), B(L);
(2b) L, g testpy, B(L);
(2c) L, 81y test mys B,» where 8,(L)=B,b(L) and b(1) is normalized so b(1)=1.



For L,;;, R is the k Xk identity matrix; for Ly,,ﬁ’ R is the matrix of ones and zeros such that
Rz, = (1, "t-l""'"t-p)'; and for L‘p.,B(l)' R is the matrix such that Rz, = (1, G(L)"t-l)' where
6(L)=B(LY/B(1) where B(L) is the OLS estimator of A(L) under the null. The L, g}y
statistic tests for stochastic evolution of the cumulative effect of x; on the forecast of y,.
Heteroskedasticity-robust variants of the Nyblom statistics were also computed by replacing
Q with v = RT"! £¥=1e%zt:1'R' (Hansen (1990)). The heteroskedasticity-robust versions
of the tests in (22), (2b) and (2c) are respectively denoted by Ly, L g, and LY gy,
Also computed were two variants of the Breusch-Pagan (1979) LM test for random
coefficients, for which the alternative hypothesis is that the coefficients are i.i.d. draws from a
distribution with constant mean and finite variance. The two statistics are,

(3a) BP, = 'I'R2 from the regression of c% onto (1, y%—l""'Y%-p"‘%-l"“"‘%-p)i
(3b) BPﬂ = TR2 from the regression of e% onto (1, x%‘l....,x%.p);

3¢) BPB“ ) = TR? from the regression of e% onto (1, (B(L)xt_l)z).

B. Tests based on cumulative forecast errors

One of the tests based on cumulative forecast errors is the maximal OLS CUSUM statistic
proposed by Ploberger and Kramer (1992), which is similar to Brown, Durbin and Evans’ (1975)
CUSUM statistic except that the Pioberger-Krdmer (1992) statistic is computed using OLS
rather than recursive residuals. Let () = % E[.,‘E]cs. where [¢] is the greatest lesser
integer function. The Ploberger-Kramer (1992) maximal CUSUM statistic is,

) PKSUP = Supae [0' l] I {1(6)1 .
A related statistic is the mean square of {i

5 Py = § Lep(6)2ds.



The PKsup sq statistics respectively have limiting representations as the supremum and

the integral of the square of a one-dimensional Brownian bridge.

and PKm

based ial Wald statisti
The third set of tests statistics consists of functionals of the sequence of Wald test statistics,

F{8), which test the null hypothesis that the parameters are constant against the alternative that
they have a single break at a fraction & through the sample. The break date is treated as
unknown a-priori, so that the tests involve computing the sequence Fp{(U'T) for t=1,,...,t;, and
then computing a functional of this sequence. Three such functionals are considered. The
Quandt {1960) likelihood ratio (QLR) statistic, in Wald form, is given by

(6) QLR = s“p6€(6o,6|)FT(5)'

The mean Wald statistic (Hansen (1992), Andrews and Ploberger (1992)) is

0 MW = § SIE(8)ds.

The Andrews-Ploberger (1992) Wald statistic is the exponential average,

(8) APW = In{ § Qlexp(4F.(£)ds).

These statistics have asymptotic representations as functionals of a k-dimensional Brownian

bridge; see Andrews (1993) and Andrews and Ploberger (1992) for the details. The tests are
implemented with 15% symmetric trimming (55=1-8; =.15).



4. Stability Tests: Empirical Evidence

\._Univariate T

The values of the univariate stability test statistics, along with summary statistics on the
fraction of rejections, are given for all 76 series in table 1. The final column contains the
regression F statistic testing the hypothesis that the transformed series follows an AR(0). The
first panel reports summary measures of rejections for each series. The second panel reports
each of the individual test statistics, For all regressions, p=6.

The answer to the question of whether there is evidence of widespread instability in these
univariate autoregressions evidently depends on which stability test one uses. On the one hand,
50% of the series reject at the 5% level using the QLR statistic, and similar results obtain for
the APW statistic. There are also many, if fewer, rejections using the MW statistic. These
results provide evidence of one-time shifts in the parameters of the univariate autogressions.
While the Breusch-Pagan (1979) test often rejects, this test also has power against
heteroskedasticity so it is not clear whether this indicates heteroskedasticity or time vaniation in
the parameters. The Nyblom test has a lower rejection rate (20% at the 5% level); when an
adjustment is made for heteroskedasticity, the rejection rate drops to the level of the test.
However, because the random walk time variation introduces heteroskedasticity, the
heteroskedasticity-robust LT statistics seems likely to have lower power than the L statistics, so
the drop in significance from the L to LT statistics need not be interpreted as evic!ence against
time variation in the data but rather sihply as evidence that the adjusted test has lower power.
The rejection rates for the PK CUSUM statistics are low, suggesting that shifts in the intercept
are not a major feature in these data.
~ The instability is more heavily concentrated in certain classes of series than others. For
example, the QLR statistic rejects at the 5% level for all interest rate and inflation series, In
contrast, other than the Breusch-Pagan test which could be detecting heteroskedasticity, none of
the tests rejects for business failures, the government finance series, and several of the orders

and inventories series,



B, Bivariate Tests

There are 5700 bivariate forecasting relations among our 76 series so rather than present all
of the test statistics we present various graphical and tabular summaries. Summary rejection
rates of the bivariate tests for parameter stability are presented in table 2. The final column
reports the Granger causality Wald statistic testing the hypothesis that 8(L)=0 in (1). For all
regressions p=6, and all tests have level 10%.

The results for these 5700 bivariate relations are summarized in panel A of table 2. The
main feature is the evidence of widespread instability in these relations, almougﬁ this instability
is only detected by a subset of the tests. The Lu.ﬁ statistic rejects in over 70% of the cases,
and its heteroskedasticity-robust variant rejects in almost 60% of the cases. The QLR and APW
statistics also reject in approximately 60% of the cases. A large fraction (58%) of cases also
have significant Granger causality statistics, a result which is perhaps surprising since no a-
priori economic reasoning was used to select which variables should be used to forecast any
particular dependent variable. As in the univariate results, the CUSUM-based tests have low
rejection rates, which suggests that the instability does not arise from breaks or drift in the
direction of the mean regressors. As the final two rows of panel A indicate, there is only
slightly more instability among statistically significant predictive relationships (based on the
Granger causality test) than among insignificant relationships.

These results can be used to examine stability in relations involving those variables which
commonly appear in structural VAR modeling. Industrial production, real perso.nal income,
manufacturing employment, the CPI, the PPI, the 90-day Treasury bill rate, and the commercial
paper-Treasury bill spread each reject stability in at least 93% of their 75 respective bivariate
relations based on either the L}t.ﬁ or QLR statistics, and M1 rejects in 77% of its bivariate
relations based on the L.u- B statistic, when these series are used as dependent variables (panel
B). When these series appear as predictor variables (panel C), for each the QLR rejects in at
least 59% of the 75 pairs. For five of the seven price series, the QLR statistic rejects stability
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in each of the 75 bivariate forecasting relations in which inflation is a dependent variable.
When any of these five price series is instead used as a predictor, the QLR statistic again rejects
in more than half the cases. If anything, it appears that instability in bivariate relations
involving these key series is even more prevalent than on average across all 5700 relations.

These marginal distributions provide one window on the extent of instability in these 5700
relations. However, it is possible that some of this instability is in relations which would be of
little interest from a forecasting perspective because they have low overall predictive content.
Exploring this possibility requires examining the joint distribution of the instability and
Granger-causality test statistics. This is done graphically in figures 1-4, which are scatterplots
of selected stability test statistics against the Granger causality test statistic. These figures
confirm that the stability and Granger causality test statistics are only weakly correlated. Ina
sense, each forecasting relation can be thought of as having a temporal average level of
predictive content, and deviations from that predictive relation over time are largely
uncorrelated with the average predictive content,

Figure 5 summarizes the estimated break dates ([T8], where § maximizes F(3)) for the
bivariate relations for the which the corresponding QLR statistics are significant at the 5%
level. Instability is concentx_ated around 1974-75, 1980-81, and at the endpoints (60 and §; in
(6)). _

Figure 6 is a scatterplot of the QLR vs. the APW statistics. Although these are rather
different functionals of the sequential Wald statistics, respectively the maximum _and an
exponential average, the statistics are clearly highly correlated and give quite similar inferences
in these data. Evidently little is lost by considering only one or the other of these statistics.

The large number of rejections when the Granger causality statistic is insignificant presents
an intriguing opportunity. This is most easily seen for the QLR statistic. If there is in fact no
predictive content in a bivariate relation in any subsample, then the fraction of QLR rejections
will tend towards the level of the test. In contrast, a rejection by the QLR test but not by the

Granger causality test suggests that the bivariate relation has predictive content in at least one
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continuous subsample, even though on average over the full sample it does not (ignoring type I
errors). For example, oil prices (pw561) was a useful predictor for only 23% of the other
series, but 61% of the corresponding QLR tests rejected. This raises the possibility that models
which adapt to changing relations might find new, albeit transitory, forecasting relations to

exploit.

5. Description of Forecasting Models

The second stage in this investigation is an examination of the perfonnanéc of sixteen fixed
and adaptive forecasting models. Eight of the forecasting models are univariate while eight are
bivariate. Throughout, a (pseudo) in-sample estimation period is used for preliminary
estimation of the parameters and a (pseudo) out-of-sample period is used for forecasting.

The eight univariate models consist of a fixed-parameter autoregression, two autoregressions
estimated by rolling regression, one autoregression estimated by recursive least squares, and four
random walk TVP models. The eight multivariate models are a fixed-parameter bivariate
model, two bivariate models estimated by rolling regression, one model estimated by recursive
least squares, and four bivariate modets with random-walk time TVP. All models are of the
form (1), with the coefficients fixed or time-varying as appropriate. The bivariate models will
be referred to as vector autoregressions (VAR's), although because only one-step ahead
forecasts are considered only the single equation (1) of the (y;, x;) VAR needs 10 be estimated.

The specification of the TVP models is conventional and assumes the coefficients follow a
random walk. Let 6, = (n, ayy,-.., apps Bipreeos 5pt) (where {8;,} are omitted in the univariate
application), Then,

9 6, = 8,1 + mp m -4, 0, N1y
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where I is the k Xk identity matrix, so that A2 is the ratio of the variance of the parameter
disturbance n 10 the variance of the regression €rror €. The parameters of the TVP models
are 6, 02 and A. For each TVP model the value of 0 is set to its OLS estimate over the in-
sample period, and o2 is estimated using the in-sample data. (The out-of-sample forecasts and
their relative performances are insensitive to choice of initial conditions because of the long in-
sample period.) One-step ahead forecasts are then produced using period-by-period updating
with the Kalman filter. We consider four TVP models that differ only in their choice of A. So
that a single value of A could be applied to series measured in different units, all series were
first rescaled by dividing through by their in-sample standard deviation.

The eight univariate models are:

(10a) AR: AR(6); u, a(L) estimated by OLS, then fixed at in-sample values for out-
of-sample forecasts

(10b) RRAI1: AR(6) estimated using rolling regression with 120 observations

(10c) RRA2: AR(6) estimated using rolling regression with 240 observations

(10d) RLSA: AR(6) estimated by recursive least squares

(10e) ATVPI: AR(6) estimated by TVP with A = 005

(10f)  ATVP2: AR(6) estimated by TVP with A = .010

(10g)  ATVP3: AR(6) estimated by TVP with A = .020

(10h)  ATVP4: AR(6) estimated by TVP with A = .030.

The eight bivariate models are:
(11a) VAR:  VAR(6); u, a(l), B(L) estimated by OLS, then fixed at in-sample values
for out-of-sample forecasts

(11b) RRVI: VAR(6) estimated using rolling regression with 120 observations
(11¢) RRV2: VAR(6) estimated using rolling regression with 240 observations

-13-



(11d) RLSV: VAR(6) estimated by recursive least squares
(11e)  VTVPL: VAR(6) estimated by TVP with A = .005
(11f)  VTVP2: VAR(6) estimated by TVP with A = 010
(11g)  VTVP3: VAR(6) estimated by TVP with A = .020
(11hy  VTVP4: VAR(6) estimated by TVP with A = .030.

Two related models are univariate and bivariate TVP models with A estimated over the in-
sample period. These models are not examined because this estimation is currently
computationally impractical for the large number of forecasting relations under consideration.
For the forecast comparisions, the in-sample period ends in 1978:12. This cutoff date was
chosen so that the models are tested in the turbulent economic conditions of the late 1970’s and
early 1980's. For series ending in 1993:12, 180 observations remain for the out-of-sample

comparison.

6. Forecasting Model Comparison: »Emplrical Results

Comparing the various models using these data entails examining 608 univariate forecasting
systems (76 variables, eight models each) and 45,600 bivariate forecasting systems (5700
bivariate forecasting relations, eight models each). All comparisons are made using out-of-
sample one-month-ahead forecast MSE's, although in principle other loss functic;ns could be
used. The term "best model” will be used to refer to the model which minimizes this out-of-
sample forecast MSE, relative to some comparison group. One objective of this comparison is
to see which models do best most frequently. However, because of the instability found in
section 4, another objective is to ascertain which if any of the models protect the forecaster
from making extreme forecast errors resulting from parameter instability.

The question of which model performs best out-of-sample most frequently is examined in
table 3. For each bivariate relation, MSE's from the eight bivariate and eight univariate models
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were computed; for the purposes of this tabulation, the model producing the lowest out-of-
sample MSE among these sixteen was then deemed the "best™ model for that (y,, x,) pair. Two
sets of tabulations are presented. Panel B presents the fraction of times the column model is
best among the 75 bivariate relations, broken down by forecasted variable. Por example, for
industrial production, in 16% of the 75 bivariate pairs, RRYV2 produces the smaliest out-of-
sample MSE; in 61% of these pairs, ATVP1 outperforms not just the other seven univariate
models but also the eight bivariate models. Panel C presents analogous results, broken down by
forecasted variable, except that for each forecasted variable the comparison is only among the
wp ten of the 75 pairs, as measured by the Bayes Information Criterion (BIC) for the in-sample
OLS estimation of (1) with fixed parameters. Thus, among forecasts of IP based on the ten
variables with the lowest in-sample BIC's, in one case (10%) RRV2 has the lowest out-of-
sample MSE, but in 7 cases ATVP! outperforms the other univariate and the eight bivariate
models. The first two rows of panel A respectively summarize the results of panels B and C,
where the fractions are computed over ail the forecasted variables. The final row of panel A
presents results for bivariate relations with significant time variation, as measured by
significance (at the 10% level) of the Ly’ﬁ statistic evaluated for the in-sample period.

Several conclusions are evident from table 3. Overall, there is no clearly dominant model;
no model performs best in more than 17% of the 5700 pairs. However, there is strong evidence
that the adaptive models (the rolling, recursive and TVP models) outperform the two fixed-
parameter models. Among the set of models with predictors based on the top 10 BIC's, 73% of
the best-performing models are adaptive. However, the extreme TVP models (with A=.02 and
A =.03) are rarely the top performers out of sample. Interestingly, comparing the final row of
panel A with the first two rows indicates that the adaptive models perform similarly whether or
not in-sample instability is detected. Consistent with the stability test evidence, the results in
panels B and C show that different variables tend to be forecast best by different models. For
example, exchange rates (exnwt2) have no rejections using the univariate stability tests but a

moderately high fraction of rejections using the bivariate Nyblom tests, and in 88% of the 75
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pairs the best forecasting model is the fixed-coefficients AR. In contrast, real personal income
(gmyxp8) has widespread rejections by univariate and bivariate stability tests, and in 97% of the
cases the best forecasting models are adaptive, primarily the univariate or bivariate recursive
least squares models.

Table 4 summarizes pairwise comparisons of the sixteen models over all 5700 bivariate
relations. The ATVP3 and ATVP4 models typically have MSE's worse than the other *
univariate models; the VTVP3 and VTVP4 models also typically perform worse than the other
bivariate models. Among the univariate models, only RLSA and ATVP1 outperform the simple
AR in more than 50% of the cases, and RLSA in turn outperforms ATVP1 in 63% of the cases.
Among the bivariate models, RLSYV outperforms all others at least 64% of the ime. The RLSA
and ATVP1 models typically outperform all bivariate models. While the univariate models
often outperform the bivariate models, this is perhaps not surprising since a-priori reasoning
would lead one to suspect that many of the 5700 pairs would have forecasting links which are
weak at best. ‘

Table 4 and the test results from section 4 provide additional evidence of instability. While
$8% of the 5700 Granger causality statistics reject at the 10% level, only 38% of the recursive
VAR forecasts (the best-performing bivariate forecast) outperform the recursive AR model out
of sample. Presumably some of these Granger causality rejections are Type I errors, but with
75% power against the "true” YAR's and a 10% level test these 58% rejections correspond to
74% of the VAR’ having nonzero coefficients on the predictor variable, The m_uch lower
fraction of pairs for which bivariate techniques improve performance out of sample thus is
another indication of instability in the bivariate relations.

It is useful to go beyond these assessments of which model typically performs best to
quantify the extent to which the various models reduce the possibility of extremely poor
performance. Table 5 presents the empirical quantiles of the MSE's of the various models. To
make results comparable across series, the MSE’s are relative to the MSE for the recursive least

squares AR forecast (RLSA). Panel A shows the distribution of these relative MSE's for the
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univariate forecasting models. The median values all exceed 1,00, consistent with the finding
in Table 4 that RLSA has lower MSE than the other forecasts more than 50% of the time. The
results also suggest that RLSA is the most robust univariate forecasting model, in the sense that
its worst performance is significantly better than the worst performance of the other models.
For example, the minimum relative MSE for the fixed coefficent AR model is .959 while its
maximum relative MSE is 1.158. Thus, at its best, the AR forecast outperforms the RLSA
forecast by 4.1%, while at its worst, the AR forecast underperforms the RLSA forecast by
13.6% (=1-(l.158)’1). Panel B presents quantiles for the 5700 bivariate forecasts. Robustness
at the o'th quantile can be determined by comparing the relative MSE at o to the inverse of the
relative MSE at the (1-a)'th quantile. For example, the relative MSE of VTVP1 at a=.001 is
.600, so that in .1% of the cases, VTVP! outperforms RLSA by at least 40%. At a=,999, the
relative MSE of VTVP! is 1,146, so that in 1% of the cases, RLSA outperforms VTVP1 by
ore than 12.7% (=1-(1.146)1). In this sense, in the .1% extremes, VIVP1 produces better
forecasts than RLSA. The tabie indicates that at the .1% quantile, all of the bivariate models
dominate RSLA, while at a=.5% and 1%, only bivariate models with small time variation (RLSV
and VTVP1) dominate RLSA. Similar results obtain at a=1% for the best 10 BIC-selected
models shown in panel C.

7. Conclusions

Some caveats are warranted. The stability tests are all evaluated using asymptotic critical
valués and some finite-sample size distortions are to be expected. However, Monte Carlo
results for sequential Wald tests in Diebold and Chen (1992) suggest that these distortions are
only moderate and could plausibly account for only a small fraction of the empirical rejections.
Also, the quantitative results of the forecasting comparison depend on the choice of out-of-

sample period.

-17-



With these caveats in mind, these results suggest some general observations about the two
time series applications laid out in the introduction, structural VAR modeling and forecasting.
One finding relevant to VAR modeling is that relations involving key macroeconomic variables
such as industrial production, personal income, employment, prices, and interest rates are, if
anything, more likely to be unstable than the average of these 5700 bivariate relations. While
most VAR modeling involves more than two variables, a stable multivariate VAR implies a
stable VAR for any subset of variables, so these tests can be seen as testing an implication of
the hypothesis of stability of larger models. While it is possible for some (but not all) equations
in a multivariate VAR to be stable despite instability of the bivariate VAR formed from two of
the variables, impulse responses involve all equations in the VAR so instability in the bivaraite
relations implies instability in at least some multivariate impulse responses. One practical lesson
which this emphasizes is the importance of performing systematic stability analysis as part of 2
structural YAR modeling exercise.

Given the widespread evidence of structural instability, the comparison of the forecasting
models yielded some surprising results. While the fixed-parameter models occasionally worked
very poorly, models with only small degrees of adaptivity‘ performed well. In particular the
univariate and bivariate recursive least squares models typically were either best or nearly best.
In 38% of the cases, the recursive VAR outperformed the recursive AR out of sample; in 99%
of the 5700 bivariate relations, the recursive VAR model produced an out-of-sample MSE
which was at most 7.8% higher than the recursive AR model. Moreover, in 99% of the
bivariate relations, the recursive VAR model produced an out-of-sample MSE Wilich was at
most 8.7% higher than the best-performing model for each bivariate relation (including the
univariate models) and in 50% of the cases its MSE was within 1.4% of the best model. Of
course, if the parameters are in fact constant, then the recursive estimator will be efficient
relative to the fixed parameter models. One striking result is that the more adaptive models
such as rolling regression or the TVP models typically failed to improve upon recursive least

squares, and indeed did not even guard against extreme failures as well as did recursive least
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squares. This negative finding suggests that the class of models considered here, which are the

models most widely studied in adaptive forecasting, are largely unsuccessful in modeling and

exploiting the instability we found in typical macrocconomic applications.

-19-



Appendix: Definitions of Serles

The entries for each series are the series mnemonic, the transformation code, and the definition
of the series. For series obtained from CITIBASE, the CITIBASE mnemonic has been used.

The transformation codes are: 0=first difference, 1=log first difference, 2=level.

A, Qutput and Sales

ip 1 index of industrial production

ipxmca 2 capacity util rate: manufacturing,total(% of capacity,sa)(frb)
gmpy | personal income: total (bil$,saar)

gmyxp8 Fersonal income (real) less transfers

niql 1 retail trade: total (mil.87$)(s.a.) )

gmeq 1 personal consumption expenditure:total (bill. 19878)

ipcd 1 industrial production: durable consumer gds (1987=100,s2)
ced87m 1 personal consumption expenditures:durable goods,87$
xci 1 stock-watson index of coincident indicators

m:82 1 manuf. and trade sales

B. Employment

Ipmhuadj | total employee hours (adjusted)

Iphrm 2 avg. weekly hrs. of production wkrs.: manufacturing (sa)

thell 1 index of help-wanted adv.

Ihnaps 1 persons at work: part time eas-slack wk,nonag (thous,sa)

luinc 2 avg wkly initial claims,state unemploy.ins.,exc p.rico(thous;sa)
1hu5 1 unemploy.by duration: persons unempl.less than 5 wks (thous.,sa)
lhur 0 unemployment rate: all workers, 16 years & over (%,s2)

lhelx 2 employment: ratio; help-wanted ads:no. unemployed clf

C. New Orders

hsbp 2 housing authorized: index of new priv housing units (1967 =100;sa)
mdu82 | mig unfilled orders: durable goods industries, 82§

mpcon8 1 contracts & orders for plant & equipment in 82$(bil$,sa)! 2
mocm82 | mfg new orders: consumer goods & material,82$(bil$,sa)! 2
mdo82 1 mfg new orders: durable goods industries,823(bil$,sa)! 2

ivpac 2 vendor performance: % of co's reporting slower deliveries(%,nsa)
pmi 2 purchasing managers’ index (sa)

pmno 2 napm new orders index (percent)

D, Inventorics

invmt87 1 manufacturing & trade inventories:total,87$(bil$,sa)

invrd 1 inventories, retail (sa)

invwd 1 inventories, wholesale (sa)

ivm1d8 1 mfg inventories: materials & supplies, all mfg indus 87$(sa)
ivm2d8 1 mfg inventories: work in process, all mfg indus 87%(sa)
ivm3d8 1 mfg inventories: finished goods, all mfg industries 875(sa)
ivmtd 1 manufacturing & trade inventories:total

ivmld 1 mfg inventories: materials & supplies, all mfg indus (mil$,sa)
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ivm2d | mfg inventories: work in process, all mfg indus (mil$,sa)
ivm3d | mfg inventories: finished goods, all mfg industries (mil$,sa)
invrd8 | inventories, retail 87$ (sa)

invwd8 1 inventories, wholesale 87$ (sa)

E. Prces |
gmde 1 pee,impl i)r defl:pce (1987 =100)
punew 1 cpi-u: ali items (82-84 =100,s2)

w 1 producer price index: all commodities (82+=100,nsa)
pw561 1 producer price index: crude petroleum (82=100,ns2)
pwi6lr 1 pwS61/punew
occi 1| dept. of commerce commodity price index
joccir 1 jocci/punew

E._Interest Rates
ff O interest rate: federal funds (cffective) (% per annum,nsa)
gm3 O interest rate: u.s.treasury bills,sec mkt,3-mo.(% per ann,nsa)
gmé O interest rate: u.s.treasury bills, sec mkt,6-mo.(% per ann,nsa)
gtl O interest rate: u.s.treasury const maturities, 1-yr.(% per ann,nsa)
fybaac 0 bond yield: moody’s baa corporate (% per annum
fygtl0 O interest rate: u.s.treasury const maturities,10-yr.(% per ann,nsa)
cpb_gm6 2 yield on 6 month commercial paper - fygm6
310_%1 2 fytl0- fzgtl
glo_ff 2 fygtiO - tyff
baa_gl0 2 fybaac - fygt10

G, Money and Credit

fcbcuc 2 change in bus and consumer credit outstand. (percent,saar)(bcd11 1)
fcbcucy 2 fcbcuc-annual percentage growth in GMPY

delinger O deling. rate, total install. credit

ccil0m O consumer instal.loans: delinquency rate, 30 days & over, (%,sa)
fmid82 1 money stock: m-1 in 19828 (bil$,sa)(bed 105

fm2d82 1 money stock: m-2 in 1982$(bil$,sa)(bed 106) :

fmbase | monetary base, adj for reserve req chgs(frb of st.louis)(bil$,sa)

fml 1 money stock: m1{curr,trav.cks,dem dep,other ck'able dep)(bil$,sa)

fm2 | money stock:m2(ml-+o'nite rps,curo$,g/p&b/d mmmfs&savasm time dep(bil$,
fm3 1 money stock: m3(m2+lg time dep,term rp's&inst only mmmfs)(bil$,say
fmbaser 1 monetary base: fmbase/punew

H. Other Variables
exnwi2 | Trade weighted average nominal exhange rate
fspcom | s&p’s common stock price index: composite (1941-43=10)
fspcomr 1 fspcom/puncw
fai] 1 business failures: current liabilities (mil$,nsa)
failr 1 fail/punew
gfosa 1 federal government outlays seasonally adjusted
frsa | federal government receipts seasonally adjusted
gfor 1 Real federal government outlays, gfosa/punew
ﬁfrr 1 Real federal government receipts, gfrsa/punew
hsntn 2 u. of mich. index of consumer expectations(bed-83)
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Footnotes

1. Applications of adaptive forecasting include Baudin, Nadeau, and Westlund (1984), Guyton,
Zhang and Foutz (1986), Engle, Brown and Stern (1988), Sessions and Chatterjee (1989),
Schneider (1991), Young, Ng, Lane and Parker (1991), Zellner, Hong and Min (1991), Edlund
and Ségaard (1993), Min and Zellner (1993), and the time-varying VAR's developed in Doan,
Litterman and Sims (1984), Highfield (1986), and Sims (1982, 1993). Surveys of TVP models
are provided by Chow (1984), Nichols and Pagan (1985), Engle and Watson (1987), and Harvey

(1989).
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Univariate Tests for Stability

A. Summary: Percent rejections over all series
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Table 1, continued

vere performed for AR(6) models including a constant term.
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tabsse  38:2 93:12 1.7 1.87% 1.31¢ 0.38e0 8.1 19,18 10.80¢ 7.10¢ 15, Bowee
" emy $9:2 #3112 1.42 1.9 1.16 0.82%¢  39.42%es 1338 8.51 40 21,4700
tm2 50:2 93:12  1.08 1.07 1.320¢ 0,37 3.25 18.13 8.01 5.68 73 2000
3 39:2 93:12  2.4avee | go* 1.1 0.3 3.00 20.97%% 15 5g%ee T 10 170ee 141,760
fmbaser 39:2 03:12  1.91e% 138 1,30 0.23 3.8 26.8A%ee 1) 1200 12 Saves 15 J3ees
BL_Other Yaxiakles
exowtl  50:2 93:132 0.8 0.87 0.99 0,11 15,07%*  18.85 8.63 5.48 9.33%ee
fapcomr 58:2 63:12 §.14 1.04 0.99 0,38 10.60%%+ 14,72 7.42 5.43 7.4gees
fapcom  39:2 83:12 1.1 1,07 0,08 0.18 15.32%  14.08 7.38 $.47 6.03eee
tail 50:3 8313 1.19 1.08 0.03 0.08 11.06%  18.38 7.92 5.9 36, 23000
fallr  39:2 93:12 1.29 1.08 0.82 0.03 1.3 18,58 1.91 3.9 36.4gese
sfosa  67:0 93:10  1.01 0.08 0.91 0.22 43,700 1) 07 6.43 3.7 4 2geee
sfrsa  67:6 03:10 1,00 1.12 0.80 0.18 4.6 10.07 5.88 3.94 11.94see
sfor 87:8 03:10 0.81 0.68 0.49 0.04 33,1840 1021 3.07 . Ty T
ster 67:0 03:10 1.04 1.20 0,33 0.06 s.30 10.72 3.82 1.3 11.400%
hhantn  39:1 93:12  1.05%¢  Z.03ec Q. B4 0.1% A1.749%¢ 47 34eee 20 23eee 2] 0Daee 1077 .Qaees
" *k bk
Notes: Tests are significant at the: 10, S8, and 18 levels, All tests

See the appendix for
series definitions and the text for descriptions of the tests.



Table 2
Bivariate Tests for Stability
percent of Tests Significant at 108 Level

A. Sumsary of All Regressions

- s Test Statistle ==e--s-ssssmmesTsoTTasssmsossesooomITEITETT

Lyy bup beaeny  Faar Fws bepen) R Paeg M M My w WX
Combined 3.3 102 188 0.7 308 100 188 150 863 2.6 1.8 802 3.8 393 344
aC significent 23.3 743 210 13.0 e3.¢ 210 1.7 183 5.8 27.8 30 s1.8 42.0 80.3 100.0
oc insignlf. 202 68 138 T4 s3.0 15,8 17.8 13.8 889 137 347 7.9 32.2 2.8 0.0

B. Percent rsjections, listed by variable being forecasted

-—— ;" T ot == Test Statistic --""“°'-"""--'--'-“'-"'---'-""------"

Sertes Loy Ya s Loy Bas Neoacny o Taeq M, B, QLR AW 6
A.Output snd Sales
1w @3 §3.3 173 53 ST 173 133 23 pe.7 22.7 253 680 32.0 827 8
Lpzmce 0.7 4.7 203 s0 813 23 1D 5.3 100.0 18.0 187 0.0 480 627 B0.3
e~ 100.6 300.0 22.7 147 a7 2.7 2.7 3.3 100.0 187 120 100.0 100.0 100.0 29.3
esympd  100.0 1006 333 2.7 97.3 25.3 16.0 0.0 100.0 187 10.0 100.0 106.0 100.06 58.0
reql 0.0 20.0 13,3 0.0 373 133 &0 1.8 100.0 12,0 147 2307 9.3 307 80.0
mcq 6.7 650 20.0 38.0 8.3 200 7RI M3 1050 10.7 9.3 8.3 707 773 373
iped 1.3 80,0 1723 .7 27 173 13D 16.0 100.0 24.0 2.0 887 2.0 88D 7.7
cedtln 033 100.0 17.3 20,3 987 173 a7 A6 100.0 14.7 18.0 1060.0 1000 1000 2.0
el 7.3 $0.7 12.0 5.3 80 120 187 267 100,06 33.0 332.0 2.0 483 347 8O
iz s0 887 8.3 27 8o 93 53 33 M3 2.3 333 12.0 107 147 700
L_Excloment
lpebusdy 200 97,3 187 237 g7 107 1.3 17 s 3y 27 1o 38.7 3.7 733
iphrm 1.3 2.0 22,7 0.3 0.0 227 3.0 W7 es.7 17.3 3.7 3.7 180 2320 70D
1hel s3.3 e8.7 107 427 923 107 2.7 2.7 453 20.0 267 SAT7 1.0 7.3 .7
nape 16.6 800 13,3 107 Bs0 133 0.0 1.3 100.6 268 307 427 433 48] 773
Luine 13 800 14,7 1.3 AS7 17 9D 16.7 100.0 38,7 433 387 0.7 387 7.7
1ho3 27 2.7 17.3 1.3 833 17,3 133 180 as.0 107 227 avn 87 333 733
ihar 10.7 7e.0 0.7 53 627 1107 8.0 5.3 @47 373 2.0 g s 73 120
helx v.0 707 187 87 320 17 0.0 1.3 100.0 13.3 13,3 920 0 g0 380
G, By Ocders
nebp 5.3 80 12.0 40 887 120 33 22 94,7 18.0 22.7 453 240 37.3 400
ududd 655 90.7 8.7 107 853 87 oo 00 13,3 24.0 227 k0 887 B0 0.0
mpeont 0.0 13.3 167 0.0 147 107 40 27 j00.0 9.0 227 33 1.3 13 633
wocntl 0.0 26,0 3.3 0.0 200 1.3 107 120 33.3 17.3 1.7 80 83 03 Te7
»dod2 0.0 S4.7 1.7 147 eso 1y 87 9.3 5.8 227 380 0.7 413 87 72D
ivpas 150 0.0 200 8.3 720 200 83 0.0 g2.7 17.3 107 T3 28,0 147 42D
) 1.3 8.8 12.0 4.0 307 120 173 180 3.7 2333 233 2.y &7 2008 773
o 5.0 5.3 180.0 4,0 333 180 180 200 W 2%.3 22,7 253 1.7 203 B0
Q. Inventociss
lomts? 130 013 80 40 fs0 80 27 5.7 12.3 227 .0 313 le.o 333 88.0
tnvrd 313 89.3 218 107 733 213 280 307 120 5.3 A0 e7 280 BLD 88D
Laved 200 .3 1.3 1.7 1.3 10y 113 87 100,0 200 32.0 853 as0 627 347
1vmids a7 @13 8o 37 3 s0 220 87 100.0 22.7 187 973 947 w7 89D
Lvalae o0 4.7 871 00 60 87 80 67 6.7 6.7 40 120 80 120 3.0
Lvm34b 17.3 960 18.0 187 7.3 180 €00 830 1.3 8.0 107 8.0 a2.7 453 613



Table 2, continued

[ b b ]

Serins L

L'

L!

P O T R i

Teat Statistic =-e-----c-es-scooscsosmcasssmsesmsessoccooos

[ 04 P

i P lasy e Seg lwsc) Mowp Taeg e e BPyy, QLR M AR O
Lvatd s e0.5 160 0.0 200 160 8.0 107 8.0 380 413 333 W7 33 720
— w7 ara 147 453 9.3 17 60 8.0 1000 200 147 #8093 94T s
Svm2d 47 0.0 3.3 0.6 360 33 27 40 40 33 13 13 33 207 el
tvmia w7 760 167 9.3 733 107 37 233 160 107 133 487 307 420 787
e 120 seo 107 8.3 N3 107 27 L3 487 80 8.0 0.0 200 433 603
gs 107 se7 107 20 883 107 13 L3 8T 17 173 83 29 5o .7
E._Ericen
emde w07 S2.0 $.3 53 4AL3 83 13 00 67 80 53 1000 $2.0 1000 32.0
pmew e 100.0 200 187 827 200 107 13 603 107 227 100.0 100.0 100.0 6.0
- 627 1000 20.0 0.0 200 200 12.0 0.0 1000 233 20.3 100.0 100.0 100.0 38.0
- w7 1000 2.6 5.0 2.7 520 2.3 53 1000 120 1.3 100.0 6.0 1000 2.0
Tasic 3.7 a7 507 87 3.0 %07 4G 4.0 1000 120 1P 100.0 34,7 100.6 28.7
Jocct co 07 180 13 $3.3 160 00 o0 8.3 133 180 9.3 13 20 a3
soeetr vo 30 107 0.0 60 167 40 13 827 1.3 17 760 120 667 307
P Intersst Rates
tyte 0.7 7.0 420 49 350 427 32.0 5.3 3000 413 480 100.0 3.3 1000 633
tysmd o7 Th3 46 2.7 363 487 7.3 5.3 1000 403 480 08 413 #13 707
Cyomt o 3 467 27 360 487 720 3.3 1000 427 A53 97 433 W7 88D
tystl v3 e80 a7 4.8 203 417 73 40 1000 413 427 1000 227 .7 80.0
tybssc oo 30 307 2.7 307 307 703 12.0 1000 413 3.3 930 80 8.3 18T
tyst1o 00 413 413 0.0 2.0 413 813 67 1000 320 380 003 107 827 40D
cpbasd 1.3 20,0 227 13 107 27 4.0 13 1000 48 .7 1000 107 97.3 0.0
a10_gi oo eia 267 L3 10.0 267 427 &7 1000 307 ALy ebo 227 e7 &d
s10_t¢ o3 &7 207 0.0 107 267 0.0 0.0 1000 387 387 100.0 400 1000 89.0
eagl0 4.0 0.3 233 107 827 333 133 433 483 373 a2.7 .7 s08 17.3 ez
G. Moner snd Cradit
tebeus 33 86.6 107 5.3 400 107 203 200 133 160 233 33 120 307 1.3
fcbeuey 10,7 100.0 107 267 100.0 107 .0 827 Jod.o 18.0 147 3T 213 W7 w00
dolingor 187 $4.0 107 120 787 107 27 00 33 40 02 32.0 333 307 60.0
ceid0m o1 707 237 107 8.3 227 %3 40 27 8.3 100 60 17 0.0 893
ogsz  Ae.3 620 203 203 0.0 203 333 6.0 1000 3.7 187 620 80.0 TR
o2 867 1000 0.7 €27 1000 0.7 133 367 147 293 287 @2 8D 033 10.7
obass 200 2.0 12.0 167 67 120 547 813 213 200 333 267 440 3.3 .2
tal 166 7.3 2.0 147 8.7 1.0 266 787 1000 32.0 253 27 233 3.0 8.0
tm2 03 47 253 16.0 6.7 253 720 8.0 17 167 13 453 267 427 )
=3 03 100.0 107 §2.3 100.0 187 A0 sh0 173 220 147 80 1000 3.3 2.7
mbaser 400 57,3 1.3 20,0 SL7 133 453 133 160 2.3 2.0 68D 3.3 6.0 88,0
5. Othser Verisbles
P 27 433 20.6 4.0 333 200 27 0.0 8.0 200 200 3T 200 03 21.3
fopcons 0.0 S50 2.7 L3 s 27 a0 00 ey 2.3 200 16.0 5.0 18.0 4.0
tapeom oo S0 29 1.0 400 27 13 00 380 3227 1o 80 33 189 ™
tatl 27 640 8.3 40 387 93 00 00 A27 267 200 382 40 3.y et
taile 27 80 107 4.0 823 0.7 0.0 00 453 203 200 387 40 w7 aed
stora 27 200 7.3 27 3.3 173 6.0 13 teee 0 a0 120 00 9.8 467
stras o0 200 4.0 0.0 8.3 40 27 27 267 07 360 27 0.0 o 483
ator Ly 103 100 1.3 203 107 00 00 00 53 07 83 2780 a7
atex oo 380 27 0o 893 27 o8 00 253 203 W7 13 0.0 49 2.0
et AL3 100.0 307 483 70 307 27 9.3 1000 200 293 100.9 $7.1 1000 34.7




Table 2, continued

C. Pexcent rejections, listed by variable used

as predictor

———-a : : : Test Statistle ========= 4smmmeesecesc-sceamarosessascasoes -
Series I.‘u L." 1-"“1) "ol.l. I."“ L"’u) K'“P Il”q ar_u !P‘ IP‘(,n QLR i APW ac
A, Qutput and Seles
ip 33.3 9.3 387 18.0 78.7 n.? 15.0 12.¢ 0.7 22.7 17.3 72.0 9.3 .1 P ] 78.0
Lpzmoca 40.0 83.) 1.7 23.3 #1.3 18.7 16.0 21.3 73.3 M) AL.D  BB.D 58.0 68.3 81.7
sapy 25.0 0.0 18,7 17.% #5311 4.3 12.0 8.7 4.0 10.?7 $1.3 3.7 6.0 61.3
smyxpd n.7 22.0 13.3 28,0 69.) 13.3 18.0 8.0 32.0 2.7 1.2 8a.0 49.3 €87 52.0
riql 14.7 88,0 20.0 4.0 53.3 20,0 20.0 107 827 12.0 25.3 58,7 25.3 60,0 68.7
smcq 22,7 7120 17.3 §.7 0813 17,3 20.0 13.3 83.3 1.0 21.3 8.0 32.0 56.0 12.0
tped 22.7 733 0.7 8.0 82.7 3.7 1 2.0 78.7 25.3 30.7 81.3 3o.? 36.0 a53
ceddTa 20.0 8.3 20.0 5.3 347 200 123 9.9 82,7 133 240 53y w7 53.3 493
xol 0.0 90.7 20.3 18,0 82.7 263 200 12.6 78,0 25.3 133 73 ag.0 88.0 88.0D
=82 37.% #5.0 38.0 18.0 70.7 380 16.0 13.3 6.7 287 3.7 63,0 48,7 89.) 8.3
B._Laslovment
1pmbusdy 20,3 80.0 18,7 18.0 853 147 227 18,0 84,0 4.0 10.7 3.0 42,7 887 7.0
lphme 21.3 T3y s 12.0 63,7 28,7 283 20 70.7 0.0 A1.2 73.) 48.7 73.% 817
Lhel 32.0 7T8.7 4.0 180 83.3 4.0 22.7 18.7 62.7 21.3 3.} &7 42.7 85.3 92.0
nape 20.3 707 43) 13.3 A7 43.3 1.3 14.7  81.) 10.7 30.7 88.0 427 .1 9] 88.7
luine 20,0 73.3 13.3 6.7 60.0 123 6.7 8.0 70.7 3.7 2.7 82.3 40.0 .2 8.0
lhul 24,0 82,7 MW7 12,0 T3 7 21.3 1.7 833 £33 10.7 S8 387 3B ARD
1hur .0 822 2.0 18,7 72.0 24,0 32.0 240 80.3 18.0 203 88,2 2.7 65.3 81.3
lhelz 3.3 8n.0 .3 22.7 82.7 $3.3 16.0 28,0 es.0 33.3 20.0 80.0 63.3 80.0 83.3
C..New Ozders
hebp 13.3  &0.0 9.2 2.3 48.0 8.3 25.3 13.3% 88.7 33,3 253 8.0 30.7 38.0 85.3
wdut2 1.3 .0 9.3 10.7 74.7 29.3 18.7 18.0 2.2 13.3 13.3 9.3 33.3 48.0 57.)
wpeonl 17.3 88 10.7 0.0 3.0 10.7 200 18,0 60.0 1.3 11,3 58,0 28,7 49} 3
mocadl 30.7 7.3 1.} 17,3 MW.7 20 13.3 10.7 833 18.0  20.3 48.0 35,0 48,7 7.3
wic®d 26.7 78.7 280 10,7 €3.3 2%.0 13.3 10.7 469.3 1.7 21.3 &o0.0 3.3 5.3 80.0
ivpao 12.0 70.7 133 4.0 547 133 17,3 1.0 €33 21.3 20.0 81.3 347 50T 173
pui 30.7  #4.0 13,3 147 8A0 13 9.3 13.3 0.7 2.7 203 640 A0.0 62.7 852
o 3.0 77.3 18,0 180 833 1860 18.7 18.0 72.0 1.3 413 680 81D 88.7 .3
R Inventories
sovat 87 22.7 N2 1.7 8.0 88,7 147 18,0 1.3 653 3.3 9.3 S4.7 20 %82 N0
inved 8.7 600 10.7 12,0 82,7 107 28.7 10.7 88,7 107 102 313 28.0  34.) 433
Loved 22.7 803 5.9 11,0 3.7 3.3 8.7 5.0 068.7 1287 .7 3.3 M.? 54,7 387
ivaidd 28,7 70,7 16,0 10.7 61,7 18.0 4.7 17.3 70.? 2.0 30.7 66.7 32.0 65.3 41.7
iva2de 20.0 13} 10.0 12.0 633 18.0 8.0 14.7 6s.0 5.0 8.7 52.0 21.3 50.7 .7
ivedde 25.0 78.7 133 13,0 7.3 133 7 37.3 73.3 25,3 213 &80 A3} 72.0 A8.0
ivmtd 8.7 .7 5.3 113 8 3.3 14,7 173 &0 232 28.0 $2.7 3.0 387 800
ivald 30,7 N7 7147 803 147 8.0 1A.7 T3 3.3 3D 52.7 0.0 61.3 887
Lva2d 22.7 8.7 147 18,0 88} 147 107 18.7 88,0 217 233 A0 20,0 4533 83
ivadd 29.3 83} 8.3 21.3 70.7 2.5 203 260 0.7 373} ¢ 68.7 48.0 88.7 38.0
lovzdd 22.7 73,0 11,3 10.7 83.3 17.3 24,0 1.3 81.3 9.3 12,0 €0.0 240 80.0 38.7
frvwdd 18.7 88.7 17.3 8.3 3.3 7.3 13.3 8.0 &80 20.0 13.3 0.7 28.0 a8.0 11.0



Table 2, continued

- : M ToBt BLALLILLC ~ - —=wrmsramm e -
sertes Ly Lot sy tan s Nesct) Taup Tasg e B, My, R W am
Eu.Rrices
sade 28,0 7e.7 12.0 43.7 4.7 12.0 29,3 23.3 4.7 8.7 42,7 0.7 380 30.7 50.7
punew 20,0 €9.3 10.7 13.3 6€0.0 10.7 26.7 28,7 70.7 8.7 37.3 62.7 0.0 1.3 0.7
P 18.7 %2.0 0.0 6.0 38.7 0.0 187 21.3 640 2.0 2.0 1.3 333 BO.0 B840
pwisl 9.3 48,3 17.3 1.3 26,0 17,3 7.3 10,7 82,7 53 9.3 613 413 613 227
pnislr 8.3 45,8 17.3 0.0 29.3 17.3 187 107 627 4.3 9.3 52.0 400 52.0 20.0
Joced 240 6.7 21.3 9.3 60.0 21,3 17,3 147 SL3 17,3 287 Se.? .7 6.0 73.)
Jocedr 22.7 6.7 16.7 5.3 &7.3 187 18.0 13.3 72.0 32,0 287 8.7 dA.7 5T 0.0
L. Intexsat Ratep
tyte 16.0 419 4.0 1.3 30,0 4.0 13,3 6.0 547 17.3 201 603 373 s87 0.7
fyssd 14,7 #2.7 1.3 1.3 a3 1.3 167 8.0 613 253 307 773 a0 M7 807
tysnt 17.3 %33 1.3 2.7 2007 1.3 13,3 6.0 60.0 240 387 760 400 760 640
fysti 18.0 s%0.7 2.7 1.8 203 2.7 12,0 8.0 3.3 253 .7 733 A1) Ny 173
fybase 15.3 56.0 14.7 2.7 387 147 240 21.3 70,7 293 307 653 43) B0 6.0
fyst10 15.3 8.7 6.7 2.7 333 &1 180 120 76.0 20.3 333 89.3 42,7 613 M7
cpb_ews  25.3 0.7 17.3 8.0 40 173 227 173 €67 387 JE0 680 487 0.7 Ye.d
a10_g1 30.7 15.3 3.7 133 S50 34,7 28,9 380 4853 26,7 240 880 573 72,0 9.3
al0_gt 120 52.0 8.0 1.3 253 8.0 187 17,3 9.3 42,7 373 5.0 250 313 680
bas_gl0 22,7 72.0 6.0 8.0 €0.0 8.0 17,3 200 €13 613 37 M3 5 7 nd
9, Houey snd Credit
feheue 21.3 86.7 a21.3 12.0 0,7 21.3 6.7 8.7 640 187 173 387 20.7 4.7 800
feboucy  25.3  85.3  26.7 13,3 65,3 26,7 8.3 33 640 9.3 93 627 320 3.3 1
dolinger 18,0 81.3 22.7 6.7 S0.7 22,7 7.3 12,0 50T 133 213 6.7 233 8.0 287
<c130n 13,3 s8.7 22.7 £33 %) 22,7 20,0 133 387 180 253 547 373 560 360
taldsz 36.0 81.3 8.7 20.0 78.0 48.7 30.7 28.0 7J0.7 33.3 360 667 0.7 8653 632
2482 227 761 €3 9.3 57.3 0.3 240 200 880 2.7 17.3 483 30,7 307 632
tabase 26.7 80.0 33.3 18.0 720 333 293 267 72.0 21.3 133 56.0 467 60.0 200
tat 26,7 78.7 29,3 12.0 €9.3 29.3 387 32,0 &0 253 32,0 61,3 533 6L 53
tn2 18,7 72.0 1.3 12.0 89.3 £33  $.3 107 81,3 1.3 133 S8.7 433 s0.0 8.0
2a) 30.7 #2.7 16.0 17.3 76.0 180 3.3 5.3 880 227 2.3 68.0 347 680 427
fabaser 20.7 7.3 7.3 18,7 72,0 373 280 240 €93 320 267 57,3 413 0.0 560
.. Other Varishles
exowt2 20.8 72.0 240 2.7 S8.7 240 240 0.7 647 233 20,0 8.7 38T 37.3 203
fopcomr 260 76.0 187 9.3 3.3 187 2.0 0.7 627 227 240 30.7 37.3 492 67
tapecom 26.7 6.0 7.3 9.3 64.0 17.3 22.7 1)) 6«0 20,6 253 50.7 387 307 85
tail 18,7 82.7 18.7 4.0 62.7 187 187 12,0 633 147 53 a0.3 200 M0 200
tellr 18,7 eA.0 16.7 3.7 61,3 187 187 12.0 853 147 8.3 a8.3 26,7 433 187
sfone 18.7 767 20.0 9.3 680 20.0 24.0 160 s0.0 267 13.3 427 3.3 433 45D
st 16.0 42.7 14,7 8.3 333 147 20.0 11.0 60,0 4.0 &0 487 213 0.0 187
ator 2000 79.3 .3 10.7 693 203 25.% 17,3 37,3 187 12,0 &0 32,0 457 41D
stee 16.0  43.3 14.7 10,7 $0.7 4.7 213 14.7 0.0 4.0 9.3 40 213 43 180
Bhanta 6.7 62.7 13.3 5.3 42,7 13.3 213 12.0 72,0 507 293 8.7 203 360 0.3
Notes: All statistics are based on regression (1) with 6 lags. See the

appendix for series definitions and the text for descriptions of the tests.
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Percentags of cases in which mode
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Table 3, continued

Best models among thoss bivariate pairs with the 10-lovest in-sample BIC,
by variable being forecasted
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Table 3, continued

AR DRAL RMAZ RLIA ATVPL ATVEZ AIVED ATVRL  WAR  MRYL  RAV2 LSV YIVRL YIYRZ YIvRY YIRS

L. Inkerest Ratas
tyes ° (] (] [ 0 [ ] ° * 0 ] 10 0 [ [ °
fygnd 30 ° ° ¢ 0 (] ] [ o [ ¢ 10 o 0 5 '
tysns 1] ° ° ¢ ) [ ¢ ° 50 [ [ 20 0 [ ° °
tygtl S0 ° ° ) ° [} ° ¢ 30 [} [ 10 10 ° ] ¢
fybase 30 ] [ [ ¢ [] ] [} 30 [ ° 0 ¢ [} ° °
fygelo "0 0 ° [} ¢ [ 0 0 0 [ o 10 ¢ [) [ 0
pl_ges 100 (] ° [ 0 0 ° [ ° [ ¢ [ ¢ [ [ °
sl gt ] [ ] [ 0 0 ° o 20 [ [ ° [} 0 [ '3
s1o_ge ] 0 ° (] [ [ ) [ a0 [ 30 [ e 0 [ ’
bas_g10 ] $0 ] [} [ 0 ¢ [ A0 [ 16 0 4 0 0 .

. Hopey and Credit
febeua 0 0 ] 20 0 [ ¢ [ 20 0 ¢ 20 7] o [} 0
febouey [ ° ] o [} ° [} [ 0 [ [ 10 L] W0 ' )
dellnger 0 0 ] 1] [] [ ¢ 0 0 [ 0 20 ¢ ) [] .
PTYET 20 ° 0 ° 0 0 ¢ [ a0 [ ¢ 0 20 ° ° 0
taldsl [ ° [ ° a0 0 ¢ [ 0 [ ¢ 30 10 0 ® [
om2ds2 0 ] [ [ [ 50 L] [ ° ° 0 0 o a0 1o [
tubesse 0 [ 0 0 €0 [ [ 0 0 [ [ T 10 0 [} ]
ol 0 [ 0 0 [ [ o [} A0 0 ¢ 10 0 o ] ¢
=2 ¢ [ [ R ] [ 40 o ° ¢ ° [ 0 20 a0 [] .
fu) [ 0 ° [ [ [] 80 [ ) ] ° (] ° 10 ] ]
tabaser ¢ [ o ° [} 20 ° ° ] 9 10 30 10 20 (] [

K. _Other Yaziables
axrwt2 100 ° ° [ [} ° [ 0 ] o 0 ° ° o ° .
Copcomr [ [ [ o 100 e [ e [ ? ° 0 0 0 ¢ [
Lepoon ° ] L] 9 100 ° [ ) ] 0 ° ° ° ° ° ¢
fail [ ] [} o 00 ) [ e ° ) ° 10 [ ° ¢ ®
tetlr %0 ¢ ° 0 [ ° [} 0 ] ° ¢ 10 (] ¢ ¢ [
afose ° ° [ 70 ) ] [} 0 (] 0 0 »0 [ ¢ e ¢
strss [} e w8 [ 8 ° 8 [ ° ° ET 0 ¢ ] [}
slaor ) -] ] [ ] [} -] ] o [ ] -] [} 20 ] -] ] ]
stee [ o 10 0 [ ° [ ° 9 ¢ 0 e 10 ¢ ° [
hhentn ° ° [T} ] [ ° 0 ] (] 1 20 1 [} ¢ [ 0

Notes: See the appendix for serles descriptions, All models included six lags plus
& constant. The first row of panel A shows results for all 76x76 models. Entriss in
the second rov are the corresponding fraction, except that the sat of bivarfate
relations is restricted from 7% to 10 for each foracasted variable, vhere the 10
predictors are chosen to be thoas with the lowest in-sample BIC for the forecasted
variable at hand. BEntries in the third row are for ths set of bivariate relations
restricted to ba those for vhich the L statistic is significant at the 10% level,
vhen calculated through 1978:12, Panof'g shove datailed results for all model for
each variable, and panel C shows dstailed rasults for the 10 best fitting (in-
sanple) models for each variable. The in-saaple period was from the lacter of 1959:1
or the first data for wvhich data are available, to 1978:12, and the out.of-sample
period {s from 1979:1 through the earlier of the final date for the series or
1993:12.



Table 4
GComparsion of out-of-sample forecasts
among all 5700 bivariate bivariate combinations

Percencage of times that row forecast NSE ls less chan column forecast MSE

Model AR XRAlL FRAZ  RISA ATVRL ATV ATIVRY) ATVRS VAR XAVl RAVZ ALSY YIVRL VIVI? VIVR) TIVM
AR - " L] 3 LE] 53 bl 87 (2] ] 80 50 3 L L] [}
RAAl kL] - 18 12 10 » 2 " 33 [ 1] o » 4] L “° ”
RAAR 43 T4 -- F E L} [}3 [ L] [ 2] " L] L 2] ) L] ”» [} | 2]
ALSA [ 1] " » .- [} ” " n " (1] n (1} “ L] “ ]
ATVYRY 43 80 [ L] »” hid " [ 1] [} " o LY » 12} »n » ”»
ATYR2 47 e n i L) .- | 2] ” 3 " 1] (1] (Y] L H o "
ATYRY 11 0 1e 11 7 ? b 100 L1} [ 1] » 17 3T 38 ] ”
ATV 13 11 ? ? ? ? ¢ .- 3 2 0 1] 1 1] 18 48 n
AL ] » 7 n i hL} 41 EL o .- 3 a2 1] n 43 “ »
VL n F1 13 12 14 1 40 s 33 - L 7 [] 20 [} ”
M2 40 L H 3 a 3 43 ar "0 3 L 1] -- - r 83 » [
ALSY n 84 L1 ] n 4 113 13 [ 1] " 1 3] 1 ] - [ 1] n ”n ]
vIvrL (1] 30 (3] n 37 52 3 3 [ H | 13 [ 1} 38 - [ 1] ”» ]
vivz 3 a2 ¥ 24 3 33 (1] ”" 3 [ » n 1 .- [ 1] ”
e F13 1 13 12 11 12 27 EL n L] n L 3 2 -- 108
IYR4 12 [ ] ? $ 3 [] 10 13 20 13 » 4 H 1 ° -

Notas: Ses the notes to table 3.



Table 5 :
Selected Quantiles of Distributions of Mean Square Forecast Errors
Relative to MSE for the AR Recursive Lsast Squares (RLSA) Forecast

A. Univariate Forecasts

rammnn =---=- Parcentile --e~=-----ie-
Model Min 0,030 0.230 0.500 ©0.75¢ 0.930 Hax
AR 0.030 0.972 0.088 1.003 1.018 1.032 1.158
RLAL  0.067 0.987 1,008 1.017 1.022 1.049 1.078
ALAZ  0.977 0.961 1.001 1.000 1.010 1.023 1.07%
ATVFL  0.988 0.902 1,000 1,002 1.004 1,025 1.00%
ATYPZ  0.978 0.987 1.002 1.007 1.004 1.080 1.107
ATVZS  C.969 0,804 1,014 1.02¢ 1,030 1.23% 1.289
ATVPA  6.07) 0.000 1.020 1.040 1.063 1.380 1.413
B. Bivariate Forecasts (All)}
srsmsrssmssrecccsssncncansenensces Paregntile -
Model Min  ©.001 0.005 ©0.010 0.050 0.250 0.500 0.750 0.950 0.990 0.095 0.999 M
VAR 0.312 0.607 0.914 0.9t 0.960 ©0.904 1.018 1,080 1.143 1.278 1.338 1.570 2.278
RLVL 0,493 0.612 0.420 0.934 0.979 1.01& 1.037 1.057 1.093 1.131 1,148 1,200 1.302
RLVZ ©0.491 ©.862 0.008 0.927 0.98k 0.998 1.033 1,020 1.05 1.093 1.10% 1.159 1. 368
ALSY 0.485 ©.396 0.903 0.910 0.081 0.802 1.008 1,919 1.047 1.078 1.084 1.152 1.383
YIVEL 0,491 0.600 0.003 0.021 0.081 0.895 1.000 1.02% 1.0%0 1.076 1,008 1.148 1.2
VIVPZ 0,480 0,802 0.003 0.02) 0,084 1,001 1.020 1.038 1.09¢ 1.123 1.133 1.183 1.320
VIVEZ 0,317 0.813 0.817 ©.835 0.078 1.02¢ 1.048 1.07% 1,220 1.280 1.280 1.320 1.4%
VIVEA  0.334 0,638 0.004 ©0.051 0.908 1.043 1.077 1.118 1.331 1.428 1.448  1.485 ) 5N
C. Best 10 bivariate models as selected using in-sample BIC
- =emecsce Popcontile --coe-o--- Atk
Model Min  0.003 ©0.010 0030 0.25 ©0.500 0,750 0.5 0.990 0.085  Max
VAR 0.912 0,888 0.001 0.040 0.950 1.017 1.088 1.195 1.518 1.847 2.278
ALYL 0.409 O.712 0.888 0,938 1.003 1.031 1,052 1.101 1.175 1.240 1.382
ALVZ  0.401 0.888 0,875 0.928 0,881 1.000 1.031 1.071 1.137 1.103 1.268
ALSV  0.400 0.689 0.870 0.922 0.877 1,002 1.02¢ 3.081 1.146 1.104 1.263
VIVEY  0.491 .70 0.473 0.022 0.978 1,008 1.027 1.058 1.130 1,140 1.2%
VIVPZ 0.498 0.72%  0.884 0.926 0.003 1.018 1.042 1.088 1,157 1.201 1.320
VIVE) 0.317 0.772 0.904 0.939 1,001 1.043 1.077 1.222 1.306 1.388 1.4%%
VIVEA 0.334 0.60% 0.926 0.958 1.022 1,070 1.112 1.3} 1.437 1317 1.3%4
Mote: Mean square forecast errors are relative to mean square error of the

recursive least squares AR forecast. See the note to Table 3 for a description

of the models.
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Figure 1

Scatterplot of Nyblom (1989) Ln.ﬂ statistic vs. Granger causality F-statistic

Solid lines denote 10% critical values
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Scatterplot of Ploberger-Krimer (1992) PKsup statistic vs. Granger causality F-statistic

Solid lines denote 10% critical values
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Scatterplot of Quandt (1960) QLR statistic vs. Granger causality F-statistic
Solid lines denote 10% critical values
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Figure 4

-statistic

Scatterplot of MW statistic vs. Granger causality F

Solid lines denote 10% critical values



Relative Frequency

0.10 0.12 0.14

0.08

0.04

0.00

0.06

0.02

1964

1968

1972 1976 1980 1984
Year
Figure §
Histogram of break-dates from QLR statistic
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Figure 6
Scatterplot of Andrews-Ploberger (1992) APW statistic vs. QLR statistic



