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1 Introduction

Credit scores are a fundamental ingredient of a borrower’s access to credit and housing.
They are also widely used elsewhere: in pre-employment credit screens, the determination
of insurance rates, and even in the choice of partners. Broadly, they are often seen as proof
of “character,” even though adverse events outside a person’s direct control (like hospital-
izations that result in financial distress) may enter an individual’s credit report and weaken
one’s score. Despite their widespread use, credit scores as a signal of reputation are conspic-
uously absent from standard quantitative models used to evaluate consumer credit policy
recommendations.

In this paper, we build on our recent work (Chatterjee et al., 2023) to explore the link
between reputational inequality, as evidenced in the distribution of credit scores, and in-
equality in income and consumption, both in the cross-section and over the life cycle. To
do this, we develop a model with defaultable consumption loans, savings, and endogenous
effort in which an individual privately knows her preferences (hidden information) and effort
choice (hidden action). This framework has the minimum ingredients necessary to generate
a notion of reputation akin to credit scores whose distribution evolves alongside the distri-
butions of income and consumption and in which we can analyze how reputational concerns
impact a person’s effort choice and her choice to smooth consumption across time and states.

To motivate our analysis, we document two key patterns with respect to reputational
inequality over the life cycle. Dispersion in credit scores within a given age bracket rises
across brackets, mirroring well-known patterns in income and consumption. The increase is
particularly strong between the ages of 20 and 40, which suggests that learning or reputation
formation may play an important role. Second, while there is in general a strong correlation
between income and credit score, this correlation is weakest early in life (between the ages
of 20 and 30). While credit scores reflect the likelihood of repayment and are therefore cor-
related with income, the low correlation early in life suggests there are other payoff relevant
factors that affect one’s repayment behavior about which less is known early in life.

Since credit scores are complex, equilibrium objects, it is in general quite difficult to
understand what drives the empirical relationships we document above with reduced form
data analysis. Therefore, to shed light on the mechanisms underpinning these relationships,
we develop a series of simple models in which reputational incentives directly affect income
and consumption inequality. We begin with a setting in which the only signals of one’s
type – and therefore the only things which affect one’s reputation – are savings and default
decisions. In this simplified version of Chatterjee et al. (2023), the presence of adverse
selection, combined with dynamically updated reputations, changes individuals’ consumption
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and savings incentives: the greater the value of reputation, the greater is consumption and
wealth inequality. This version of the model, however, is silent on the relationship between
reputational incentives and income inequality. We address the link between reputational
incentives and income inequality by adding a hidden costly effort choice; in a modified setting
with both moral hazard and adverse selection, income realizations may become powerful
signals of one’s type in addition to the saving and default decisions from the baseline version
of the model. We show that as the cost of mimicking high type effort choices rises, low
types take less effort leading to higher income and consumption inequality. Further, as
the value of reputation increases (for example keeping track of reputation through time),
income inequality increases alongside consumption inequality, illustrating how technological
innovations in scoring or legal restrictions on what information can be accessed in credit
reports can have important implications for inequality.

As in our previous work, asset market transactions, such as taking out a loan or making
a deposit, carry a signal about a person’s hidden information. As is well known, formal
analysis of signaling often entails specifying “off-equilibrium-path” (oep) beliefs (see, for
instance, Kreps and Sobel (1994)). However, as we show with an example later in the paper,
exogenously specified oep beliefs can cause the nonexistence of equilibria, a serious problem
for quantitative work. There is also the possibility that different oep beliefs can lead to
different equilibria (Cho and Kreps, 1987). To avoid these issues, we add Type I extreme
value preference shocks to payoffs. These shocks ensure that every budget feasible action is
chosen with positive probability, much like in quantum response models (Goeree et al., 2016).
An important consequence is that beliefs following any feasible action are well-defined and
determined in equilibrium (reminiscent of Selten (1975) and Myerson (1978)): thus, there
is no need to supply oep beliefs. The assumption that the shocks are drawn from a Type
I extreme value distribution implies the softmax choice probability function familiar from
discrete choice models and delivers computational tractability (Rust, 1987).

We take seriously the idea that credit scores embed some notion of “character:” For us,
this means scores measure some aspect of a person’s preferences. But what could “charac-
ter” mean in terms of preferences? This is a wide-open question that the burgeoning field
of personality economics (Heckman et al., 2023) may eventually have much to say. For in-
stance, it could be that one of the so-called “Big Five” personality traits, conscientiousness,
is determinative of prudent behavior in asset markets. Conscientiousness within OCEAN1 is
defined to be the desire to be careful, diligent and to regulate immediate gratification with
self-discipline. Ameriks et al. (2007) use survey methods to measure self-control problems
and find it to be correlated with measures of conscientiousness. It is thought to generate

1The other four traits are (o)penness to experience, (e)xtraversion, (a)greeableness, and (n)euroticism.
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behavior patterns like ambition, discipline, consistency, and reliability. At this point, how-
ever, we don’t know how personality traits map to utility functions in economic models. In
this paper and our previous work, we take clues from what credit scorers say credit scores
depend on and the (very) limited empirical evidence on the mapping between credit scores
and preferences.

According to credit scoring companies such as Fair Isaac Corporation (FICO) and Van-
tageScore, the most critical factor that affects credit scores negatively is missed or late
payments, followed by high revolving balances on existing credit card accounts and requests,
in quick succession, for new credit accounts.2 It appears, therefore, that taking on too much
consumer debt and being late, or delinquent, on payments will lower a person’s credit score.

Since borrowing and default privilege current consumption over future consumption,
discount-factor heterogeneity is a natural candidate, besides income, for explaining differ-
ences in credit scores. While this is a reasonable hypothesis, which we adopt in this and
our previous work, we know of only one study that directly supports this view. Meier and
Sprenger (2012) measured discount factors in an experimental setting and found that sub-
jects with higher estimated discount factors also tended to have higher credit scores. Taking
a broader view, the hypothesis implies that credit scores should have predictive power in
explaining behavior in other choice domains where time discounting could be important.3

We note that the macroeconomics literature has invoked discount-factor heterogeneity as a
driver of wealth inequality and differences in the marginal propensity to consume (Krusell
and Smith (1998), Carroll et al. (2017), respectively, among others) and recent work has
linked wealth inequality to genetic endowments (Barth et al., 2020). So, provisionally, we
take the view that the evolution of credit scores reflects, in part, the evolution of lenders’
and scorers’ beliefs about a person’s discount factor.

This perspective brings to the fore the critical importance of record-keeping technolo-
gies and the law for the evolution of reputational inequality. In terms of record-keeping
technology, computerization has been and continues to be a key enabler for credit scoring
and reputational inequality (see Poon (2007) for a history of the role of computers in the
development of FICO scores and Pasquale (2015) for a wide-ranging discussion of the role of
algorithms in the advent of “digital reputations.”). On the legal side, U.S. law prohibits the

2https://www.myfico.com/credit-education/whats-in-your-credit-score, https://www.experian.com/blogs/ask-
experian/what-is-a-vantagescore-credit-score/

3As a factual matter, there is strong evidence that credit scores help predict accident insurance claims
(Golden et al., 2016) and the onset of diseases (Israel et al., 2014), even after controlling for the conventional
predictors of accident claims and morbidity. It has also been observed (Dokko et al., 2015) that individuals
in committed relationships show substantial positive assortative matching with respect to credit scores, even
when controlling for other socioeconomic and demographic characteristics. It is, of course, not known if
discount factor differences are the causal factor in these correlations.
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use of race, color, religion, national origin, and sex for credit scoring purposes.4 Thus the
law has an important impact on how record-keeping technologies can be used to construct
credit assessments.

As record-keeping technologies advance, we might expect more restrictions on its use
due to privacy concerns. Indeed, privacy concerns triggered by widespread credit scoring
led to the enactments of the Fair Credit Reporting Act (1970) and its predecessor, Title
VI of the Consumer Credit Protection Act (1968), and to the restrictions noted above on
what information scorers can use (Lauer (2017, Ch. 8)). If the use of such technologies is
restricted, the increase in reputational inequality over the life cycle that might otherwise
happen will be constrained, but the scope for welfare-improving trades might either narrow
or widen. To expand on this point, it is well understood that efficiency is compromised
if significant pay-off relevant information remains hidden. On the other hand if explicit
insurance against adverse events is absent, there can be benefits to those affected if they are
pooled with the unaffected (Hirschleifer, 1971).5 In addition to exploring the links between
reputation and inequality, a second focus of our work is to understand how record-keeping
technologies and the law could affect insurance and efficiency via the reputation channel.

Along these lines, we use our model to evaluate a significant recent development. Based
on privacy and other concerns, the Consumer Finance Protection Bureau has banned unpaid
medical bills from being included in credit reports. It also prohibits lenders from request-
ing information on medical debts from prospective borrowers.6 Our framework provides a
straightforward way to model legal constraints on information use as restrictions on the in-
formation set upon which inference regarding preferences is based. In this case, we show
that the ban raises costs for the medical sector by increasing the incidence of medical delin-
quencies. Moreover, this regulation induces more pooling and less price dispersion in the
unsecured credit market, since now there is the potential that a given borrower may have a
“hidden debt” in the form of a medical liability which increases their effective leverage on a
loan of a given size.

In summary, this paper aims to explore the links between consumption, income, and
4While not explicitly prohibited by law, scorers do not include age, salary, occupation, employment history,

place of residence, and marital status when constructing their scores. However, lenders are permitted to use
some of this information along with a credit score when making credit decisions.

5For instance, in Chatterjee et al. (2023) we showed that the average welfare of newborns (i.e., welfare
behind the “veil of ignorance”) is higher in a “no-tracking” economy, despite loans being more expensive due
to the elimination of incentives to repay that rely on maintaining a reputation. The reason for this was
that individuals unlucky to be born as the impatient type could pool with individuals lucky to be born as
the patient type and the welfare gain from this pooling overcame the efficiency loss from diminution in the
incentive to repay.

6The ruling went into effect on January 7, 2025 (https://www.consumerfinance.gov/about-
us/newsroom/cfpb-finalizes-rule-to-remove-medical-bills-from-credit-reports/).
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reputational inequality. We operationalize "reputation as character" via hidden differences
in discount factors about which lenders learn over time from consumers’ choices. We explore
the implications of restrictions on information sets of lenders for the evolution of reputational
and consumption and income inequality.

1.1 Related literature

There is a rich literature on quantitative dynamic models of unsecured consumer credit and
bankruptcy (see Exler and Tertilt (2020) for a survey). Early examples include Athreya
(2002), Chatterjee et al. (2007) and Livshits et al. (2007). In these papers, while a credit
score (viewed as the probability of not encountering a default over some horizon) can be
constructed, the score is not a signal of reputation. In this paper and our earlier work
Chatterjee et al. (2023), we extend this class of models to have hidden information that
asset market actions can partially reveal. The inference based on these actions is summarized
dynamically as probability assessments that resemble credit scores.

Of more relevance to our current and predecessor papers are studies that have examined
the role of improvements in information technology on credit access. In these papers, the
“technology” is a noisy signal of a borrower’s actual characteristics, and the “improvement”
is an increase in signal precision. These include Narajabad (2012) and Livshits et al. (2016),
and Sanchez (2018). For instance, Narajabad (2012) compares polar cases: one in which the
credit market lacks information, resulting in a pooling equilibrium, and one in which suffi-
cient information separates borrowers. Livshits et al. (2016) consider a simple asymmetric
information model with costly contracting where borrowers know their types but uninformed
lenders receive a noisy signal of a borrower’s type. As signal precision improves, the extent
of pooling in a given contract falls.7

Technological change can improve signal precision. Albanesi and Vamossy (2019) de-
velop a model to predict consumer default based on deep learning. They show that their
deep learning approach outperforms conventional logistic regression approaches in predict-
ing default because it can unearth non-linear patterns of interaction among factors affecting
default in high-dimensional credit history data. One way to think of their approach is that
it provides assessments which approach that of a full information model. We conduct one
such exercise.

While previous quantitative theory models imposed exogenous punishment, we incorpo-
7Kovrijnykh et al. (2024) build a simple but powerful model to rationalize the empirical fact that when

there is little past information about the borrower’s creditworthiness, non-exclusive lenders with hetero-
geneous signals about a borrower’s type can learn from others’ approval decisions. By contrast, the credit
history of an established borrower may provide sufficient information to supersede the need for others’ signals.
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rate dynamic reputation as a means of disciplining borrowers along the lines of Diamond
(1989). Our reputational environment, where everyone optimizes but people have hidden
knowledge about their preferences, is closely linked to repeated games with incomplete in-
formation. Reputation in debt markets in which one player is a commitment type have been
recently studied by Amador and Phelan (2021). The fact that reputation in one market
may discipline behavior in another market has been considered in Cole and Kehoe (1998),
Chatterjee et al. (2008), and Corbae and Glover (forthcoming). A related paper that studies
the reputational spillover from credit markets with the option to default to labor market
earnings via its effect on search effort is Braxton et al. (2024).

1.2 Outline

The paper is structured as follows. Section 2 presents motivating facts for our paper; in
particular some new facts about inequality (as measured by cross-sectional variation) in
credit rankings. There we also propose a very simple reduced form “model” that can help
us see what forces might be needed to explain these facts. We then lay out our structural
framework in a series of sections. Section 3 starts by studying credit access and default with
adverse selection in the simplest possible two-period version of Chatterjee et al. (2023). This
section illustrates our methodological contribution to solving dynamic quantitative Bayesian
equilibrium models with hidden information. Section 4 adds moral hazard to the basic
framework. We do so to endogenize how unobservable type may interact with unobservable
effort in order to study the interaction between reputation in the credit market and income.
We add medical expense shocks to the basic adverse selection model in Section 5 in order
to illustrate the costs and benefits of regulation of credit record information along the lines
of the recent CFPB ruling. Section 6 puts all the pieces together in an N-period lived agent
model to get closer to the data of Section 2 in order to make quantitative statements rather
than qualitative ones.

2 Reputational Inequality

It is well known that income and consumption inequality have a life-cycle pattern. Figure 1b
displays these patterns as constructed from the dataset in Heathecote et al. (2023). While
Figure 1b makes clear that both income and consumption inequality rise with age it is also
apparent that there is a divergence later in life between the two. One question is how much
credit market access accounts for the divergence?

Less well-known, perhaps, is that people’s reputation in the credit market displays a
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Figure 1: Life cycle patterns in income, consumption, and credit rankings

(a) Mean, income and consumption (b) Variance, income and consumption

(c) Mean, credit ranking (d) Variance, credit ranking

Source for panels (a) and (b): Retrieved from https://ideas.repec.org/c/red/ccodes/23-
158.html. The source income data is the U.S. Census Bureau’s Current Population Survey (CPS)
and source expenditure data is the U.S. Bureau of Labor Statistics Consumer Expenditure Survey
(CES), both for the sample period 1990-2021. The CPS sample consists of 1,486,687 observations
after dropping 15,867 with 0 or negative income. The CES sample consists of 330,038 observations
after dropping 124 with 0 or negative consumption values. The regression specification to obtain
the figure included fixed time dummies. The intercepts, which were normalized for comparison
purposes are: (i) 10.5 and 8.6 for mean log income and consumption respectively, and (ii) 0.66
and 0.37 for variance of log income and consumption respectively.
Source for panels (c) and (d): A 2 percent subsample of the FRBNY Consumer Credit Panel
(CCP)/Equifax panel for the 3rd quarter of 2024. The credit rankings are based on VantageScore
4.0 credit score, which is a proprietary credit score of VantageScore Solutions LLC, similar to
other credit scores used in the industry. Credit ranking is the percentile ranking of an individual’s
VantageScore in the overall distribution of VantageScores in our subsample. The income variable
is an estimate of an individual’s income provided by Equifax.
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similar pattern. Figures 1c and 1d show this pattern for credit rankings derived from credit
scores, the latter being a commonly used measure of creditworthiness.8 For a person with
score X, we define her credit ranking to be the fraction of people with scores equal to or less
than X, i.e, the CDF of the overall score distribution at score X. The left panel shows that
average credit rankings increase with age, and the right panel shows that credit rankings
become more dispersed with age. What this means is that average scores in an age bracket
increases across age brackets and the dispersion of scores in a bracket around the bracket
average also increases increases across age brackets.

The striking similarity between the patterns shown in the top and bottom panels of
Figure 1 raises the question if they are related. A credit score is an inverse measure of the
likelihood that an individual will become delinquent on some debt over the next two years.9

All else the same, we would expect higher-income individuals to be less leveraged (i.e., have
less debt as a proportion of income) and, therefore, less likely to encounter debt problems.
The increasing dispersion of credit scores with age could also result from the increasing
dispersion of income with age. Thus, one possibility is that the life cycle patterns in credit
scores reflect the life cycle patterns in income.

However, as already mentioned, the hypothesis that informs this paper and our previous
work is that there is more to the life-cycle pattern of credit scores than just the life-cycle
evolution of income. Specifically, the life-cycle of reputational inequality is driven, in part,
by the market’s gradual learning of an individual’s preferences and, possibly, the life-cycle
evolution of those preferences.

One reason for considering this hypothesis is shown in Figure 2a. It plots the percentage
of people in the bottom, middle, and top thirds of the credit score distribution for each tercile
of the income distribution. These segments of the credit score distribution correspond to the
nonprime, prime, and superprime categories of borrowers, respectively.10 The plot shows that
nonprime borrowers dominate the bottom tercile of income and that superprime dominates
in the top. However, for the middle tercile, the three categories of borrowers are about even.
For this middle group, there is little doubt that some factors other than income separate
people by creditworthiness. More generally, the correlation between income and credit scores
is 0.60, which, while positive and significant, leaves ample scope for factors other than income
to play a role in determining creditworthiness.

8We focus on credit rankings (an ordinal measure) rather than credit scores (a cardinal measure) since
what does the number 780 really mean?

9More precisely, if δ is the probability of delinquency over the next two years, a credit score is the
transform a+ b · ln(1− δ) where a and b are positive numbers.

10For the credit scores used in this figure, the bottom third would correspond to individuals with scores
below 660, the middle third to scores between 660 and 780, and the top third to scores between 780 and 850.

8



Figure 2: Credit rankings and income

(a) Credit rankings by income groups
(b) Correlation between income and credit rankings

Source for panels (a) and (b): A 2 percent subsample of the FRBNY CCP/Equifax panel
for the 3rd quarter of 2024. The credit rankings are based on VantageScore 4.0 credit score,
which is a proprietary credit score of VantageScore Solutions LLC, similar to other credit scores
used in the industry. Credit ranking is the percentile ranking of an individual’s VantageScore in
the overall distribution of VantageScores. The income variable is an estimate of an individual’s
income provided by Equifax. An income ranking is the percentile of an individual’s income in the
overall distribution of estimated incomes in our subsample.

A second reason is displayed in Figure 2b. This figure charts the correlation between
credit and income rankings by age group. The correlation is lowest in the early to mid-
twenties, rises quickly, and stabilizes by the early to mid-thirties. This pattern suggests that
creditors learn about people’s attitudes toward credit. Early in life, information on credit
market attitude is lacking as people haven’t made many credit decisions. This shows up
as a weak correlation between their income and credit rankings. People build up a credit
history as time passes, and the correlation between income and credit rankings strengthens.
Significantly, though, the correlation rises to only about 0.66, which reiterates the point
made above that there are non-income factors that influence credit rankings.

We conclude this section by noting that reputional inequality has consequences for credit
market access. Figure 3, taken from Dempsey and Ionescu (2024), uses administrative data
from the Federal Reserve Board’s Y-14M data set to plot the relationship between FICO
scores, income, and interest rates on credit card accounts.11 The plot shows that, conditional
on an income quartile, interest rates decline with FICO scores. And, there is significant
residual dispersion in APR based on incomes: For example, even conditional on a high
FICO score of 790, the gap in APR between the highest and lowest income quartiles is 1.5

11The figure splits the data into 80 bins: 20 FICO bins × 4 income quartiles, and each data point
corresponds to the within-bin average of the APR on the associated credit card account.
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Figure 3: Credit Card APRs by FICO Score and Income Quartile
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percentage points.

2.1 A Simple Reduced Form Approach to the Data

How can we explain some of the facts in Figures 1 and 2b? Let’s assume that a person’s
score Si,n in age bracket n is a linear function of their income Yi,n and a noisy signal about
some unobservable trait Ui,n. Specifically, suppose

Si,n = αYi,n + Ui,n (1)

We think of equation (1) as a linear approximation in which the likelihood of repayment
reflected in a credit score is increasing in both income and a noisy signal about some unob-
servable trait, say conscientiousness (reflecting for example patience).

In that case, we can compute within age bracket means, variances, and correlations
between score and income as in Figures 1 and 2b. For example, the correlation between
score and income for age bracket n is given by:

corr(Si,n, Yi,n) =
cov(Si,n, Yi,n)

sd(Si,n)sd(Yi,n)

=
ασ2

Yn
+ σYn,Un

σSnσY n

(2)
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where σ2
Xn

denotes the variance of X within bracket n and σXn,Zn denotes the covariance of
X and Z within bracket n. Further, we know

σSn = [α2σ2
Yn

+ 2ασYn,Un + σ2
Un
]1/2 (3)

Finally, we can define Xn to be the mean of Xi,n within bracket n.
What can we learn about the data through the lens of this simple approach? Figure 1a

shows the well-documented result that mean income is hump shaped. Figure 1c shows that
mean credit rankings are rising throughout one’s working age life. The fact that observable
credit rankings are rising early in life along with observable income is not surprising since
many models attribute higher income with higher ability to repay. The fact that credit
scores keep rising while mean income falls later in life provides some evidence for the idea
that learning about unobserved characteristics which are correlated with repayment for a
rising segment of the population.12 That is, while Sn grows through time as a consequence
of rising Y n in equation (1) for early age brackets, it may continue to grow through learning
about an individual’s noisy unobservable type Un. In later sections of this paper we provide
a structural model with adverse selection and noisy signals of unobservable type to consider
this type of decomposition.

Notice that Figure 1b implies that σYn and Figure 1d implies that σSn are both weakly
increasing across higher age brackets in the data. Of course, equation (3) involves noisy
signals about unobservables. If one believes in the ability of credit scorers to learn about
unobservable traits like conscientiousness (e.g. who in the age bracket is patient and does
not want to risk their reputation versus who in the age bracket is impatient and doesn’t care
much about their reputation), then σ2

Un
will be increasing with age brackets since scorers are

able to separate individuals on the basis of risk by their credit market actions. Further, if un-
observable conscientiousness also affects effort choices (say through moral hazard), we might
expect σYn,Un to be positively correlated. Signing how σYn,Un changes over time is harder
but something that may be understood through the lens of a structural model that we take
up in Section 4. This also brings up the challenge of endogeneity and causal identification,
which we address as well in Section 4.

Turning to Figure 2b, consider the simple case where there is no effort choice and the
earnings process is unaffected by unobservable type as in (Chatterjee et al., 2023) so that
σYn,Un = 0, an assumption we make in our simplest adverse selection model of Section 3. In

12That is, the correlation could arise if the proportion of less risky types grows with age brackets due
possibly to more risky types having lower survival probabilities over time.
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that case, equation (2) becomes

corr(Si,n, Yi,n) =
1[

1 +
σ2
Un

α2σ2
Yn

]1/2 . (4)

In this case, (4) implies the correlation between observed credit rankings and income in
a given age bracket is increasing in the variance of earnings observed in Figure 1b and
decreasing in the variance of the noisy signal. In that case, we can explain the correlation
in Figure 2b by the variance of income (σ2

Yn
) in Figure 1b rising faster than the variance of

the signal of the unobserved type (σ2
Un

) in early age brackets with σ2
Un

catching up to σ2
Yn

in later age brackets. This might suggest credit scorers are slow to learn early in borrower’s
lives and strong separation later in life.

While the preceding logic (i.e. both σ2
Un

and σ2
Yn

rising across age brackets) is consistent
with the correlation in Figure 2b, it is not necessarily consistent with the behavior of the
variance of credit rankings in equation (3) under the assumption that σYn,Un = 0 and Figure
1d. Specifically while it works to explain the rising variance of credit rankings for early age
brackets, the fact that the variance of credit rankings levels off in late age brackets would
require a negative covariance of income and unobservable characteristic. If, for instance,
effort happens today and the earnings payoff happens in the future, but one will be dead in
the future, then there is no reason to exert effort, which may induce a negative correlation.
We take up the more complicated case where unobservable characteristics affect earnings
across age buckets in our structural model.

3 Reputation in a Simple Adverse Selection Model

We start studying reputation acquisition in the simplest possible two-period version of Chat-
terjee et al. (2023). That paper introduces unobservable shocks to budget feasible choices to
get around the problem of off-the-equilibrium path beliefs in a hidden information model.

3.1 Environment

An individual lives two periods n ∈ {1, 2}.13 There is a unit measure of two types τ ∈ {H,L}
of individuals who differ in their patience where βH > βL. The fraction of type τ = H in
the population is ρ. Importantly, in this adverse selection model type is unobservable.
Individuals are risk averse with increasing and concave preferences U(cn).

13Section 6 extends the number of periods agents live beyond 2.
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Individuals are endowed with income yn. At n = 1, y1 = yℓ for all individuals. At n = 2,
y2 ∈ {yℓ, yh} is drawn with probability P(y2) with yℓ < yh.14

An asset market in unsecured discount bonds opens at n = 1 where individuals can
choose a2 ∈ A ≡ {a, ..., 0, ..., a} at price q1. Let A− = {a2 ∈ A : a2 < 0} and A+ = A\A−.
Competitive lenders receive no recovery if a borrower defaults d2 ∈ {0, 1} on their debt
a2 < 0 at n = 2. Competitive lenders discount the future at rate r. Individuals begin n = 1

with no assets (i.e. a1 = 0). We assume that yℓ > |a| so that it is always budget feasible to
pay back an individual’s debt at t = 1; that is, a decision to default is strategic and not due
to an empty budget set.

Since type τ is unobservable and impatient individuals are less likely to care about the
possible negative future consequences of a default choice d2 = 1, lenders form assessments
about an individual’s type conditional on any observable correlated with their type when
pricing debt. In this simple environment, the only information potentially correlated with
type is the individual’s asset market choice a2. Free entry implies the competitive price is
thus given by

q1(a2) =

{
1

1+r
if a2 ≥ 0

P(d2=0 | a2)
1+r

if a2 < 0
. (5)

Notice that prices in our environment satisfy what is called “block recursivity” in Menzio
and Shi (2010). Specifically, under certain conditions on the information structure, our menu
of nonlinear competitive prices conditional on asset choice plays the same role as free entry
into submarkets in the competitive search paradigm; in neither case do we need to know
the endogenous cross-sectional distribution of individual states in order to price debt in our
case nor solve for equilibrium allocations in the search framework. This is a general result
in the nonlinear pricing models of default like that in the baseline model of Chatterjee et al.
(2007) and (Chatterjee et al., 2023), except when information restrictions exist where given
the lack of individual information, it is necessary for the lender to use the economy-wide
cross-sectional distribution to form her prior.15

Since the future likelihood of repayment P(d2 = 0 | a2 ∈ A−) depends on an individual’s
unobservable type, lenders use updated assessments of an individual’s type based on their
observable actions:

ψ1(a2) ≡ P(τ = H | a2) (6)

We call these updated assessments an individual’s beginning-of-next-period type score s2 =
ψ1(a2). We assume these assessments satisfy Bayes’ law. At n = 1, the prior probability an
individual is of type H, s1 = ρ, is given by the population measure of H types.

14Throughout this paper, we denote probability with P(·) and expectations with E(·).
15See Appendix B.6.1 of (Chatterjee et al., 2023) for an example.
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At the beginning of n = 2, individuals receive an income realization y2 drawn from
π(y2 | y1) and start with assets a2 with type score s2. At that point, if a2 < 0, the individual
makes an observable choice d2. This provides another possible signal about an individual’s
type which can be used to form an updated assessment at n = 2. Those with the oppor-
tunity to default (i.e. a2 < 0) have their scores updated conditional on beginning-of-period
observables (a2, y2, s2) according to

s3 = ψ2(d2; a2 < 0, y2, s2) ≡ P(τ = H | d2, a2, y2, s2) (7)

while individuals who take no default action (i.e. with a2 ≥ 0) have no new information
upon which to condition an updated assessment, their type score is simply retained s3 = s2.

Given that agents live only two periods in this simple environment, why would anyone
ever pay back debt? Unlike the infinite horizon environment in Chatterjee et al. (2023),
here we simply assume individuals have preferences over their reputation ϕ(s3) at the end of
period n = 2 with ϕ′(s3) > 0. One can think of this reduced form preference over reputation
as capturing how a parent’s reputation may affect their access to other markets like insurance
as in Chatterjee et al. (2008), labor as in Corbae and Glover (forthcoming), or even children’s
access to future credit much like an intergenerational gift. The perpetual youth model in
Chatterjee et al. (2023) provides a micro-foundation for ϕ(·) via an individual’s value function
which is increasing in their posterior assessment due to enhanced credit access.

To summarize our information assumptions in this simple case, everything is observable
except an individual’s type (τ). Specifically, income (yn), all actions (a2, d2), and type scores
(sn) are observable.

To summarize timing, we have:

1. At n = 1,

(a) an individual chooses a2 taking the price schedule q(a2) as given.

(b) individual type assessments s2 = ψ1(a2) are updated according to Bayes’ Law.

2. At n = 2,

(a) y2 is realized from P(y2 | y1).

(b) if a2 < 0, d2 choice is made.

(c) observing d2, assessments of an individual’s type s3 = ψ2(d2; a2 < 0, y2, s2) or
s3 = s2 if a2 ≥ 0 are updated according to Bayes’ Law.

14



3.2 Perfect Bayesian equilibrium

We now describe the optimization problems faced by individuals and lenders. The individual
problem in period n = 1 is

V1(τ) = max
a2∈A

U(c1) + βτEy2|y1 [V2(a2, y2, s2; τ)] (8)

subject to: c1 = yℓ − q(a2)a2

with the optimal policy denoted a∗2(τ). At timing stage 2(b), the individual solves:

V2(a2, y2, s2; τ) = max
d2∈{0,1}

U(c2) + βτϕ(s3) (9)

subject to: c2 = y2 + (1− d2)a2

with the optimal policy d∗2(a2, y2, s2; τ) (if a2 ≥ 0 then d∗2 = 0 trivially). If a2 < 0, the
solution to (9) is simple: d∗2(a2 < 0, y2, s2; τ) = 0 if

U(y2 + a2) + βτϕ (ψ2(d2 = 0; a2 < 0, y2, s2)) ≥ U(y2) + βτϕ (ψ2(d2 = 1; a2 < 0, y2, s2)) . (10)

Consider some particular level of debt a2 = −a. Then, in terms of signaling theory, we
can write (10) as:

ϕ (ψ2(d2 = 0;−a, y2, s2))− ϕ (ψ2(d2 = 1;−a, y2, s2))) ≥
U(y2)− U(y2 − a)

βτ
(11)

where the left hand side of (11) is the reputational benefit of paying back while the right
hand side is the cost of paying back. Notice that with βH > βL, the signaling cost is higher
for the L type. Hence, L types are more likely to default. Notice further that given a concave
utility function then U(yh)− U(yh − a) < U(yℓ)− U(yℓ − a) so that the cost of paying back
is higher in low income states, making it more likely that default happens in low income
states.

3.3 Bayesian issues and a fix

The issue: We now explain a methodological contribution of our framework which has
relevance for the empirical contribution of our paper. We illustrate existence issues in our
Bayesian equilibrium working backwards on one portion of the individual’s problem: the
decision to default in (9) on a particular level of debt a2 = −a.

As discussed above, (11) implies that default is more likely to happen in low earnings
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states and for the riskier people (here the L type) as in real world data. Hence, consider
individuals of both types who start with the same score s2 and receive the same income y2
and conjecture the following behavior:

d∗2(−a, y2, s2; τ) τ = H τ = L

yh 0 0

yℓ 0 1

(12)

That is, suppose type H never defaults, while the riskier type L defaults when y2 = yℓ but
not when y2 = yh:

Under this realistic conjecture, there is pooling when y2 = yh, and our Bayesian posteriors
are:

ψ2(d2 = 1,−a, yh, s2) =
0 · s2

0 · s2 + 0 · (1− s2)
=

0

0
, (13)

ψ2(d2 = 0,−a, yh, s2) =
1 · s2

1 · s2 + 1 · (1− s2)
= s2. (14)

It is evident from (13) that we have an off-equilibrium-path (oep) beliefs issue when d2 = 1.
In that case, many researchers simply assume since there is no new information in actions
to separate people, the oep posterior is unchanged:

soep
3 (d2 = 1,−a, yh, s2) = s2. (15)

Note that since there is separation when y2 = yℓ, type is perfectly revealed in the low income
state.16

A fundamental question arises. Is this conjectured behavior which is similar to what we
see in the data – no default in high income states with infrequent (rate 1 − ρ) default in
low income states – consistent with a Bayesian equilibrium given what are often considered
“reasonable” oep beliefs?

In the y2 = yℓ case where beliefs are well defined because types are separated, for the
16Formally, the posteriors are formed according to:

ψ2(d2 = 1,−a, yℓ, s2) =
0 · s2

0 · s2 + 1 · (1− s2)
= 0

ψ2(d2 = 0,−a, yℓ, s2) =
1 · s2

1 · s2 + 0 · (1− s2)
= 1
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high type to repay and low type to default, we need, respectively:

ϕ (ψ2(d2 = 0,−a, yℓ, s2))− ϕ (ψ2(d2 = 1,−a, yℓ, s2)) = ϕ(1)− ϕ(0) ≥ U(yℓ)− U(yℓ − a)

βH

ϕ (s2(d1 = 0,−a, yℓ, s1))− ϕ (s2(d1 = 1,−a, yℓ, s1)) = ϕ(1)− ϕ(0) <
U(yℓ)− U(yℓ − a)

βL
.

Both conditions are possible under certain parameterizations with sufficiently low νLβL.
For the troublesome y2 = yh case where agents are pooled and not all feasible actions are

taken in equilibrium, in order for both types to repay as conjectured we need:

ϕ (ψ2(d2 = 0,−a, yh, s2))− ϕ (ψ2(d2 = 1,−a, yh, s2)) = ϕ(s2)− ϕ(soep
3 ) ≥ U(yh)− U(yh − a)

βL
(16)

So what conditions on oep beliefs in ϕ(soep
3 ) make this an equilibrium? If we take the oep

belief in (15) we have soep
3 = s2 in which case (16) is given by:

ϕ(s2)− ϕ(s2) = 0 <
U(yh)− U(yh − a)

βτ
for all τ (17)

In that case, the standard assumption for oep beliefs results in non-existence of our conjec-
tured Bayesian equilibrium where risky types default in low earnings states.

What happens if we use the worst possible oep belief (akin to a harsher punishment) in
the y2 = yh pooling case where not all feasible actions are taken in equilibrium? In order for
both types to repay we need:

ϕ (ψ2(d2 = 0,−a, yh, s2))− ϕ (ψ2(d2 = 1,−a, yh, s2)) = ϕ(s2)− ϕ(soep
3 )

≥ U(yh)− U(yh − a)

βL
(18)

What conditions on oep beliefs in ϕ(soep
3 ) make this an equilibrium? In the case where

soep
3 = 0, a necessary condition to make this an equilibrium is given in (18) by ϕ(s2)−ϕ(0) ≥
[U(yh)−U(yh−a)]/βL. Thus, with this specification of oep beliefs it may be possible to find
a set of parameters to support our conjectured Bayesian equilibrium. On the other hand,
it makes existence of an equilibrium dependent on the value of reputation encoded in our
reduced form function ϕ. Such dependence could make existence a delicate matter in more
general models.

The fix: To continue our simple example, there are two discrete choice problems: (i)
the asset choice (a2 ∈ A− ∪ A+) and (ii) whether to default or not (d2 ∈ {0, 1}) on debt
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a2 ∈ A− Following the discrete choice literature,we assume that an individual’s discrete
choice over assets and default are subject to shocks (ϵa2 , ϵd2) drawn from a Type I extreme
value distribution which are unobservable to anyone (e.g. econometricians performing risk
assessments) except the individual.17

How should we interpret the shocks? There are numerous shocks besides income real-
izations such as unexpected expenditures (medical bills, auto breakdowns, etc.) which are
plausibly unobserved (to the econometrician working at the credit scoring agency). And how
do they help fix the non-existence problem described above emanating from an undefined
posterior in (13) in state y2 = yh where an individual has debt −a? Introducing these shocks
eliminates perfect pooling (i.e. d∗2(−a, yh, s2; τ) = 0,∀τ); some of each type will draw unob-
servable (to the econometrician assessing their risk) shocks for which they choose to default.
The choice probabilities (and hence fractions of people choosing those actions) will depend
on their type τ . Hence, the matrix of conjectured actions in (12) will be populated by prob-
abilities in (0, 1) not 0 or 1. Alternatively, the presence of such unobservable shocks implies
that there is not perfect separation of types thus slowing down learning about agent’s un-
observable type. Without such shocks, perfect separation would imply that after the initial
asset choice, there would be no need for updated type scores.

This change to the environment requires us to change the optimization problems in (8)
and (9). In the case of (9), we add unobservable preference shocks over the default choice
(εd2) drawn from an extreme value distribution with scale parameter set to αd to now solve:

V2(a2, y2, s2; τ) = Eϵd2

[
max

d2∈{0,1}

{
U(y2 − (1− d2)a2) + εd2 + βτϕ

(
ψ2(d2, a2, y2, s2)

)}]
(19)

Letting V d2
2 (a2, y2, s2; τ) denote the value of choosing a given action d2, the solution to

(19) yields choice probabilities given by, for the no-default case:

σd2=0(−a, y2, s2; τ) =
exp

(
V

d2=0
2 (−a,y2,s2;τ)

αd

)
∑

d2
exp

(
V

d2
2 (−a,y2,s2;τ)

αd

) (20)

=

[
1 + exp

[
U(y2) + βτϕ (ψ2(d2 = 1,−a, y2, s2))− U(y2 − a)− βτϕ (ψ2(d2 = 0,−a, y2, s2))

αd

]]−1

.

Then, it is simple to see from the last line of (20) that as long as ϕ′(s3) > 0, type H

17Recall the Type 1 extreme value cumulative distribution function for discrete choice x ∈ X is given by

Fϵ(ϵ
x;x, αx) = exp

{
− exp

(
−ϵ

x − x

αx

)}
where x is the location parameter and αx is the scale parameter which governs its variance.
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individuals are less likely to default than type L when default lowers the Bayesian posterior
of a person’s type.18

Finally, notice that the choice probabilities in (20) are strictly bounded in (0, 1) so there
is no longer an issue with supplying off-equilibrium-path beliefs associated with Bayesian
posteriors for the perfectly pooling case in (13). Specifically, posteriors are now given by

ψ2(d2,−a, y2, s2) =
s2σ

d2(−a, y2, s2;H)

s2σd2(−a, y2, s2;H) + (1− s2)σd2(−a, y2, s2;L)
.

The fact that V2(a2, y2, s2; τ) is increasing in βτ implies σd2=0(−a, y2, s2;H) > σd2=0(−a, y2, s2;L)
which yields ψ2(d2 = 0,−a, y2, s2) > ψ2(d2 = 1,−a, y2, s2).

3.4 Model properties

This subsection illustrates the equilibrium implications of an individual’s incentives to ac-
quire reputation given their hidden type. In what follows, all timing and information as-
sumptions remain as in the environment except for the introduction of unobservable shocks
(ϵa2 , ϵd2). Those shocks to individuals’ discrete choices result in choice probabilities σa2

1 (τ)

and σd2
2 (a2, y2, s2; τ) which imply that equilibria are semi-separating (or partially pooling); if

equilibria were fully separating, there would be no need to assess individuals’ creditworthiness
via something like a credit score.

Since we simply mean to illustrate model properties in this simple framework (leaving
until Section 6 a more serious parameterization), we assume the fraction of H-types ρ = 2/3

broadly in line with the fraction of prime borrowers in the U.S. economy. Since these exercises
are numerical illustrations, we relegate the parameterization of the model to Appendix B.1.

3.4.1 On adverse selection

Since the extent of adverse selection depends on how fundamentally different the two types
are, Figure 4 illustrates the role of type differences by holding βH fixed and varying βL in
the range [β, βH ]. The fact that H-types take on less debt and are less likely to default
than L-types provides justification for listing them as “less risky.” When βL = βH , there is
no information problem: the two types behave the same, so there is nothing to infer. As
only L-types become more impatient (starting from the right of the figure), though, adverse
selection implies that the behavior of both types changes.

18That is, U(y2) + βHϕ (ψ2(d2 = 1,−a, y2, s2)) − U(y2 − a) − βHϕ (ψ2(d2 = 0,−a, y2, s2)) < U(y2) −
βLϕ (ψ2(d2 = 1,−a, y2, s2))−U(y2−a)−βLϕ (ψ2(d2 = 0,−a, y2, s2)) if and only if ϕ (ψ2(d2 = 1,−a, y2, s2)) <
ϕ (ψ2(d2 = 0,−a, y2, s2)).
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Figure 4: Adverse selection affects borrowing and default behavior

Notes: Both panels present moments of the model for a range of values of βL between β and βH . Panel
(a) plots the fraction of agents in debt (choosing a2 < 0) in aggregate and by type, while panel (b) plots
the default probability conditional on being in debt (aggregated across debtors) in aggregate and by type.
The vertical line in each graph corresponds to the benchmark parameter value for βL used throughout the
numerical illustrations.

When the types are fairly close, borrowing behavior is similar, but the gap in the share
of each type borrowing grows as the distance between the types grows. While the L-types’
change in behavior stems primarily from impatience, the H-types’ change combines two
effects. First, price schedules shift down to reflect the increased riskiness of the overall pool
of borrowers, deterring borrowing. Second, H-types further ration borrowing in order to
separate themselves from L-types to bolster their reputations.

The default behavior in Figure 4(b) is more subtle. When the types are close, increas-
ing the distance between them induces little change in default probability for either type,
although H-types do cut their default slightly to preserve their reputations. When the
types become sufficiently far apart, though, reputational incentives take over and both types
sharply cut their default rates. Once H-type default becomes sufficiently unlikely, though,
the fundamental impatience of the L-types takes over, and their default rates rise once more.

Fixing the difference between types, adverse selection creates incentives to acquire repu-
tation. In this 2-period model, the strength of those incentives is governed by the parameter
ϕ: households do not value reputation at all when ϕ = 0, while they value reputation a
lot when ϕ = ϕ. Figure 5 documents how strengthening the incentives to acquire a good
reputation changes economic outcomes.

When the value of reputation ϕ is zero, savings and default choices are not affected by
reputational considerations, but this changes as ϕ increases. Since H-types save more, saving
improves one’s reputation: to the extent that reputation is valued, this increases savings rates
of both types (panel (a)). The only differences in default behavior at age 2 (panel (b)) come
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Figure 5: Adverse selection affects borrowing and default behavior

Notes: Each panel presents the moment indicated in the title over a range of values of ϕ for both the high
and low types. All panels are averages across the equilibrium distribution. The vertical line in each graph
corresponds to the benchmark parameter value for ϕ used throughout the numerical illustrations.

from reputational effects. As the weight on reputation increases, H-types also cut their
default rates. When reputation becomes sufficiently important, they cut default so sharply
that L-types – who also value reputation, albeit less – also cut their default rates. This
induces an expansion of credit access: since both types default less, price schedules shift up
and borrowing terms improve. This causes a substitution effect which makes the net effect on
savings ambiguous: panel (a) shows that the first effect always dominates for H-types, while
the two effects approximately cancel for L-types. As reputation becomes even more valued,
though, individuals reputations are more determined early in life by savings decisions, and
the marginal effects of default are second order: therefore, default rates increase again.

Panel (c) shows that as the value of reputation increases, the H-types who value reputa-
tion more increasingly separate themselves from L-types with their savings decisions. L-type
behavior changes similarly, but less than one-for-one. While L-types value reputations and
take steps to preserve it given the shift in H-type behavior, the lower weight they place on
future reputation leads to increased separation. As the value of reputation increases, then,
the equilibrium features more (though far from complete) separation.

What are the implications of these dynamics for inequality over the life cycle? Panels (d)
and (e) of Figure 5 show that as the value of reputation increases, consumption inequality
increases alongside wealth inequality, despite the fact that income inequality is unchanged
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Figure 6: Life cycle in the baseline model

Notes: Each panel in this figure plots the indicated moment in the title of the panel for ages 1 and 2 in
aggregate and by type. The error bands in each figure correspond to plus or minus one standard deviation,
aggregating across both high and low types. Type-specific error bands are not shown.

by construction. The consumption effect mirrors the savings effect, as H-types reveal their
patience by postponing consumption to the future. Moreover, “reputational inequality” – as
measured by the dispersion in type scores between the two fundamental types – increases
as well. This illustrates a key mechanism in our analysis: reputational inequality is directly
related to other forms of inequality which are more commonly measured.

3.4.2 Life cycle patterns

Figure 6 plots the evolution of key variables in the aggregate and across types. Even though
the only heterogeneity at age 1 is type, asset choices induce fanning out of wealth at age 2
and consumption at both ages. At a high level, the figure shows that even this simple model
can make sharp predictions about the evolution of inequality over the life cycle.

Panels (a) and (b) plot the resources for consumption: wealth and income, respectively.
All agents begin with the same income y1 = yℓ, and income increases on average over the
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life cycle exogenously. While ex post some individuals are “lucky,” receiving y2 = yh, while
others are “unlucky,” and this generates an increase in income inequality. Notably, though,
since income does not depend on type, there is no difference in income across types.

Saving decisions, however, do differ across types. On average in this economy, individuals
save modestly despite their expected income growth, due to reputational incentives. Under-
lying this aggregated result, though, is divergence between the types: H-types tend to save
more, while L-types borrow a lot. Panel (c) presents a corollary of this divergence: there is
meaningful consumption inequality across types at both ages. In particular, the impatient
L-types consume more than patient H-types at age 1, while this pattern flips at age 2.

Panel (d) shows how these behaviors impact the evolution of reputation. At age 1, all
individuals have a common type score, but the divergence in asset choices leads to divergence
in the updated assessments s2. Since H-types tend to save on average, and since saving is
more likely amongH-types than L-types, they tend to see an improvement in their reputation
at age 2. Reversing this logic leads to a decline in reputation on average among L-types.

3.4.3 Credit record information restrictions

An important policy debate centers around what can enter a credit record. As discussed in
the introduction, payment history is the primary factor (41%) used in Vantage credit scoring
models. Further, the Fair Credit Reporting Act (FCRA) mandates that a bankruptcy must
be wiped from a consumer’s credit report after 10 years. From the perspective of our model,
the factors which are included or excluded in the information set upon which lenders base
their risk assessments matter crucially for credit access (here, interest rates).

To consider the impact of restricting the information upon which lenders can condition
their assessments, we compare our baseline model to a version in which type scores are not
tracked over time. In this “no tracking” case, there is no incentive to acquire a better repu-
tation despite the presence of hidden information.19 The details of this model are specified
fully in Appendix A.1.

Table 1 examines how the reputation acquisition incentive shapes consumption and
savings over the life cycle by documenting patterns in both the baseline and no tracking

19In Chatterjee et al. (2023), we considered two different informational assumptions: “no-tracking,” as
described above, and “full information,” in which types are directly observable. In this two-period model,
these two economies are identical in the sense that they deliver the same allocation. In both cases, there is no
type score state variable for the individual, and so there are no dynamic considerations relevant for the age
2 default decision. The only difference is that in the no tracking economy, loan prices cannot be conditioned
directly on type, while in the full information economy they can. However, in this 2-period setting, the only
difference in default behavior among the two types comes from reputational incentives at age 2. Since both
the full information and no tracking economies have no reputation updates, then, there is no difference in
how the two types behave conditional on being in debt at age 2 across the economies. Therefore the loan
price schedules faced at age 1 must be the same and hence the two economies deliver the same allocation.
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baseline no tracking
mean diff, H − L std. dev. mean diff, H − L std. dev.

Panel A. Inequality moments
age 2 wealth 0.01 0.11 0.11 -0.06 0.02 0.09
age 1 consumption 0.73 -0.09 0.09 0.75 -0.01 0.05
age 2 consumption 0.82 0.07 0.18 0.80 0.01 0.15

Panel B. Driving behavior
fraction in debt (%) 46.9 -44.9 78.5 -7.2
default rate (%) 7.5 -21.7 52.0 -6.6

Table 1: The role of information in the baseline model

Notes: This table reports the statistic in the column header for the moment in the row header for the
model version indicated in the top row of the table. The mean is the population average, and the standard
deviation is the cross-sectional standard deviation. The difference reported is the difference for the average
of the moment for H-types less the average of the moment for L-types.

economies. All the reported differences may be attributed to reputational incentives since
the economies are otherwise identical. There are three key findings. First, agents of both
types save more (or borrow less) in the baseline than in the no tracking economy. Since
saving suggests patience, and reputation is valued, the marginal value of saving at age 1 is
higher in the baseline than in the no tracking economy. Second, since reputation accrues in
the future, the increase in wealth for patient H-types exceeds the increase for L-types, and
so there is an increase in wealth inequality across the two types. Notably, there is also an
increase in overall wealth inequality, as measured by the cross-sectional standard deviation.
Third, consistent with the analysis above, these savings dynamics imply that consumption
inequality – both between types and in the population as a whole – increases at both ages
in the baseline relative to the no tracking economy.

Panel B of Table 1 documents the drivers of these outcomes. First, while the economy-
wide share of borrowers drops in the baseline compared to the no tracking economy, the drop
is steeper for H-types: in the no tracking world, only 7.2% more L-types borrow than L-
types, while this difference is 44.9% in the baseline model. Second, age 2 default rates evolve
similarly. This induces a price effect which amplifies the effect of the changes in borrowing
on consumption: cheaper credit allows agents to transfer more resources across time.
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4 Reputation and Income: Adding Moral Hazard

The earnings process in the previous section featured no dependence on an individual’s type
as in Chatterjee et al. (2023). Hence there was no income inequality between the two types
in that economy, as evident in Figure 6(b). In that case, consumption inequality (Figure
6(c)) was induced primarily by reputational concerns. Here, we extend the model to allow
the income process to depend on type endogenously. Specifically, we assume an individual
makes a hidden costly effort choice at age 1 which raises the probability of a high income
realization at age 2. H-types who care more about the expected present discounted value of
future income are more likely to bear that cost today, inducing dependence of earnings on
type as in Corbae and Glover (forthcoming). Thus, income inequality may be induced by
different effort choices across the types. This adds a mechanism by which type differences
may amplify consumption inequality by inducing income inequality. At the same time, it
complicates the relationship between reputation and income, as one’s income may be directly
informative about one’s type.

4.1 Environment

We consider an environment that is identical to that in Section 3.1 with one key difference.
All individuals start age 1 with the same income yℓ in both cases. Here, though, individuals
make an unobservable effort choice e1 at the beginning of age 1 which raises the likelihood
of a receiving yh at the beginning of age 2 via the endogenous earnings process P(y2 | e1).
This replaces the exogenous earnings process P(y2) from Section 3.1.

Specifically, at n = 1, each individual chooses whether or not to exert effort e1 ∈ {0, 1}
subject to an extreme value shock ϵe1 . This unobservable, costly effort choice influences the
income process: exerting effort (e1 = 1) raises the probability of receiving high income at
n = 2; that is, P(yh | e1 = 1) > P(yh | e1 = 0). The utility cost for exerting effort is κ, and
the gain associated with higher future expected income is discounted by βτ .

Because effort is unobservable, the assessment of an individual’s type after observing
their asset choice is not the final revision of one’s assessed type before the age 2 default
decision. Instead, an individual’s type score at age 2 depends not only on their asset choice,
but on the realization of their income at age 2, according to the function

s2 = Υ2(a2, y2) = P(τ = H | a2, y2) (21)

This formula extends equation (6) from Section 3.1 to account for the fact that different
types may have different choice probabilities σe1(τ) and therefore different likelihoods of each
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income realization. Since the probability is computed differently, prices and assessments of
type differ relative to the model in the previous section.

To summarize our information assumptions for this environment, as before an individual’s
type (τ) is unobservable (i.e. adverse selection). But now we add an unobservable effort (e1)
choice (i.e. moral hazard) which affects next period’s observable income (y2). While credit
market actions (a2, d2) are observable, all actions (e1, a2, d2) are subject to unobservable
idiosyncratic shocks (ϵe1 , ϵa2 , ϵd2). As before, income (yn) and type scores (sn) are observable
providing noisy signals of the unobservable type.

To summarize the new timing:

1. At n = 1,

(a) an individual chooses unobservable effort e1.

(b) an individual chooses a2 taking the price schedule q(a2) as given.

2. At n = 2,

(a) y2 is realized from P(y2 | e1).

(b) scorers update their assessment according to Bayes’ Law via s2 = Υ2(a2, y2).

(c) if a2 < 0, d2 choice is made.

(d) observing d2, individual type score s3 = ψ2(d2; a2 < 0, y2, s2) is updated according
to Bayes’ Law (or s3 = s2 if a2 ≥ 0).

Thus, the only differences from the timing in Section 3.1 is the addition of 1(a), 2(a), and
the substitution of Υ2 in 2(b), which defines the law of motion for an individual’s type score,
for ψ1 in 1(c) of the timing from the baseline model in Section 3. This accounts for the fact
that the realization of y2 is informative about type in this setting.

4.2 Equilibrium

As in the baseline model, in this version of the model we associate extreme value preference
shocks to all the relevant decisions: effort, asset choice, and default. At age 1, the individ-
ual first makes an effort choice, weighing the cost of effort against the continuation value
associated with exerting that effort:

V1(τ) = Eϵe1

[
max

e1∈{0,1}

{
− κe1 + ϵe1 +W1(τ, e1)

}]
, (22)
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where the continuation value reflects the second decision over assets:

W1(τ, e1) = Eϵa2

[
max
a2

{
U(c1) + ϵa2 + βτEy2|e1V2(a2, y2,Υ2(a2, y2); τ)

}]
subject to: c1 = yℓ − q(a2)a2 (23)

The first decision problem generates the type-specific decision rule over effort σe1(τ), while
the second generates the effort-choice and type-specific decision rule over assets σa2(e1, τ).
Note that discounting occurs intertemporally, not between effort and asset choices at age 1.

At age 2, if a2 < 0 was chosen at age 1, the individual makes a default decision:

V2(a2, y2, s2; τ) = Eϵd2

[
max

d2∈{0,1}

{
U(c2) + ϵd2 + βτϕ (s3)

}]
subject to: c2 = y2 + (1− d2)a2 (24)

The decision rule associated with this choice problem is σd2(a2, y2, s2; τ).
Note that type scores and prices are computed similarly to the baseline model from

Section 3. In particular, the loan price is still defined as in (5) as a function of the probability
of repayment conditional on the observation of a2. It can be useful to define an “interim”
type score as in (6) which serves as an input to this pricing function, but does not govern the
transition of an individual’s type score state variable, which is now governed by (21). This
interim type score also serves as an input to the individual’s age 2 type score. See Appendix
A.2 for details and explicit formulas.

4.3 Model properties

4.3.1 Interaction between adverse selection and moral hazard

One of the main features of the model from Section 3 is that adverse selection creates an
incentive for individuals to acquire reputation. How does this incentive change in the presence
of moral hazard? To answer this, Figure 7 repeats the exercise of Figure 4 – varying the
fundamental difference between the two types – but in the richer model with moral hazard.

Figure 7(a) plots the share of each type exerting effort as a function of βL, with βH fixed.
Steeper discounting means that L-types value the future gain in income less, and so they
exert less effort. This further implies that the marginal benefit of exerting effort increases
for H-types, since now a realization of y2 = yh improves one’s reputation. This drives up
H-types’ effort rate. This effect strengthens as the types separate further until the L-types
become so impatient that the H-types separate more based on the borrowing behavior in
panel (b), which is exactly consistent with the baseline model behavior in Figure 4(a).
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Figure 7: The interaction between moral hazard and adverse selection

Notes: This figure plots the rate at which effort is exerted (panel (a)) and the share of agents choosing to
borrow (panel (b)) by type in the moral hazard model over a range of βL values. The vertical line in each
graph corresponds to the benchmark parameter value for βL used throughout the numerical illustrations.

Another way of understanding the role of moral hazard is to investigate how key aspects of
the equilibrium change as we vary the strength of the friction. To this end, Figure 8 considers
equilibria across a range of the effort costs κ. Each panel plots the average of the indicated
variable (green, right axis), as well as the difference between the H- and L-types (black,
left axis). Panel (a) shows that while effort declines on average when its cost increases,
the difference in effort between the types exhibits a hump-shaped pattern: H-types first
maintain their effort levels more than L-types, but then cut effort when the cost increases
too much. Income at age 2 (panel (b)) follows this exact pattern given our assumption about
distribution of income conditional on effort.

Panels (c) through (e) show the impacts of the increase in effort cost on savings and
consumption patterns. The non-monotone patterns here suggest an interplay between the
signaling value of exerting effort and that of saving. When effort is cheap, H-types improve
their reputations by working harder rather than borrowing less. Low effort cost acts like a
wealth effect: agents are effectively “richer” due to an increase in the value of their labor
endowments, and so they want to borrow, reducing the signaling value coming from the
a2 choice. Therefore, borrowing actually increases for the initial increases in κ. As effort
becomes more expensive and effort levels drop, though, this effect reverses: households no
longer borrow against high future income, but instead save for the future to bolster their
reputations. This effect is especially pronounced for the H-types, as in the baseline model.

These savings patterns from panel (c) are mirrored for age 1 consumption in panel (d):
initially, age 1 consumption increases and the gap between types closes as the effort channel
dominates, but thereafter the savings channel dominates, recovering the trends from the
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Figure 8: Varying the strength of the moral hazard friction

Notes: This figure shows a range of outcomes across a range of levels of the effort cost, κe, in the version
of the model with moral hazard. Each panel plots the average (combining high and low types) of the
variable indicated in the title on the right axis (green), as well as the difference between the indicated
metric between H- and L-types on the right axis (black). The vertical line in each graph corresponds to
the benchmark parameter value for κe used throughout the numerical illustrations.

baseline model. Panel (e) reflects these same force for age 2 consumption, but with the
change that high effort levels for low κ increase income and therefore drive up consumption.
Combining all these insights delivers the non-monotone pattern in type score dispersion
presented in panel (f).

4.3.2 Causal identification

An important question to consider when assessing any credit policy is: how will it affect
individuals’ terms of credit by changing how reputations are assessed via credit scores?
In this subsection, we argue that our framework is well-suited to address this question by
allowing for a crucial decomposition: how much of the adjustment in an individual’s credit
score is attributable to his own actions, conditional on his state, versus the outcomes of
random events. Put differently, to what extent do individuals “make their own luck” in
terms of their perceived creditworthiness? In this section, we use the models from Sections
3 and 4 to formalize how our model can be used to assess these two channels in the context
of savings and default actions versus income shocks, but the basic idea can be extended to
other contexts (for example, medical shocks in Section 5).

Section 3 makes an identifying assumption that earnings are exogenous. In this context,
one’s income is uninformative about one’s type. In Section 4, however, there is a causal link
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from type to income: since effort (i) affects the likelihood of each income realization and (ii)
is (generically) taken at different rates by type, income is informative about one’s type.

Our model, then, suggests a simple approach to measuring how much of credit score
adjustment is within individual’s span of control. Suppose we observed credit rankings χ,
income y, asset market choices (d, a′), and a vector of observable states ω for individuals
i at time t. Suppose further that two individuals, i and j, begin period t with the same
state (ωit = ωjt) and credit ranking (χit = χjt) and make the same choice ((dit, ait+1) =

(djt, ajt+1)), but receive different income realizations at date t+1 (yit+1 ̸= yjt+1).20 Then, the
difference χit+1−χjt+1 measures the change in credit score attributable solely to the income
realization. These differences could then be averaged over the distribution of individuals to
compute an aggregate metric, and compared to an analogous number computed by holding
future income realizations fixed across individuals but allowing their asset market choices to
vary. Moreover, such metrics could be used to inform key parameters in our model, such as
the noisiness of effort and asset market choices, the utility cost of exerting effort, or the shift
in the income distribution between effort choices.

4.3.3 Life cycle and reputational incentives with moral hazard

The left side of Table 2 presents key life cycle metrics for the moral hazard model from
this section. It reports the same moments as Table 1 for the baseline model from Section
3, with two exceptions.21 First, Panel A adds in metrics on age 2 income, since this is
now endogenous given the effort choice at age 1. Second, Panel B reports statistics on the
exertion of effort in aggregate and by type. The moments which were reported in Table 1
follow the same basic patterns in this extended model: H-types save more than L-types on
average, and as a result consume more than L-types at age 2 but less at age 1. This is driven
by both signaling and price effects: a lower share of H-types borrow and default, facing the
same price schedules and reputational incentives.

The key novelty in this version of the model documented in Table 2 is type-specific income
inequality : on average, the income of H-types is about 15% higher than that of L-types.
This comes entirely through the choice of effort: H-types exert effort at a rate 51.5% higher
than L-types, bolstered simultaneously by patience and the incentive to acquire reputation.
In the baseline model, where income was exogenous, there was no scope for dispersion in
income across the types, and therefore no ability for income itself to be informative about
reputation. In this sense, this version of the model delivers a mechanism which could be

20Of course, a practical implementation would have to “match” individuals along these dimensions, perhaps
by binning.

21Note that the analog of Figure 6 is presented in the appendix in Figure B.3.
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moral hazard benchmark moral hazard, no tracking
mean diff, H − L std. dev. mean diff, H − L std. dev.

Panel A. Inequality moments
age 2 income 0.91 0.10 0.23 0.87 0.07 0.22
age 2 wealth -0.02 0.05 0.10 -0.06 0.01 0.09
age 1 consumption 0.74 -0.03 0.07 0.75 -0.01 0.05
age 2 consumption 0.92 0.13 0.24 0.87 0.07 0.21

Panel B. Driving behavior
effort rate (%) 54.9 51.5 36.9 33.8
fraction in debt (%) 65.7 -20.6 80.9 -5.3
default rate (%) 34.4 -22.6 50.5 -8.9

Table 2: Life cycle and the role of information in the moral hazard model

Notes: This table reports the statistic in the column header for the moment in the row header for the
model version indicated in the top row of the table. The mean is the population average, and the standard
deviation is the cross-sectional standard deviation. The difference reported is the difference for the average
of the moment for H-types less the average of the moment for L-types.

broadly consistent with the patterns documented in Section 2.
How important is the incentive to acquire reputation for this channel? To understand

this, Table 2 compares the basic moral hazard model to the “no tracking” version, like what
we considered for the baseline model in Section 3.4.3. The results for wealth and consumption
broadly mirror those from Table 1: when there is an incentive to acquire reputation, wealth
and consumption inequality in the aggregate and across types both increase. What is novel
here is that the same is also true for income inequality. This is driven by changes in effort:
in addition to increasing on average, effort tilts sharply towards H-types when we track
reputations. This is because they value it not only for the increase in future income, but for
the boost in reputation that higher future income may offer. Notably, tracking reputations
also promotes credit access in this setting, lowering interest rates on average.

5 Regulating Information Sets: Adding Medical Expenses

There is survey evidence in Fulford and Low (2024) that unexpected expense shocks (pri-
marily medical and auto) are cited as major reasons for delinquency. Research by the CFPB
also finds that: (i) medical debts have little predictive value about borrowers’ ability to repay
other debts; and (ii) consumers frequently report receiving inaccurate bills or being asked
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to pay bills that should have been covered by insurance or financial assistance programs.22

These findings provided a rationale for a CFPB ruling that went into effect on January 7,
2025 which banned the inclusion of medical bills on credit reports used by lenders and pro-
hibited lenders from using medical information in their decisions. In this section, we use our
model as a laboratory to examine the implications of regulating such adverse information out
of an individual’s credit record. To do so, we add medical expense shocks and the possibility
of going delinquent to the benchmark model of Section 3.

5.1 Environment

In order to isolate the economic mechanisms, we return to the Section 3.1 environment with
exogenous income but add exogenous medical expenses at age 1. Agents may go delinquent
on those medical expenses, transferring the cost to age 2. Since individuals discount the
future at different rates, the delinquency decision may provide a signal of an individual’s
unobservable type.

Specifically, at the beginning of age 1, individuals realize a medical expense shock m1 ∈
{0,m} with probability ζ = P(m1 = m). We assume these shocks are independent of type
τ , consistent with the idea that while the shocks themselves are bad luck, the delinquency
decision conditional on a shock may signal one’s type. The delinquency decision δ1 ∈ {0, 1}
is subject to an extreme value shock ϵδ1 so that there is partial pooling of types within the
set of medical delinquents. If m1 = 0, there is nothing on which to go delinquent, and so
δ1 = 0. Since delinquency delays the possibility of repayment until age 2, we denote the
individual’s medical debt at age 2 by b2 = m1δ1. We assume that yℓ > |a| +m so that it is
always budget feasible to pay back debts (medical and otherwise) at age 2.

Let (m1, δ1) denote an individual’s “medical record,” which comprises both the expense
itself and whether or not the individual went delinquent. Towards analyzing the role of the
proposed regulation, we consider 2 versions of the model: one in which medical records are
observable, and one in which they are not. We denote by µ1 the set of publicly observable
medical outcomes at age 1: when medical records are observable, µ1 = (m1, δ1), and when
they are not, µ1 = ∅ and there is no conditioning on medical events.

Following the medical expense shock and delinquency decision, individuals can choose
to borrow a2 < 0 or save a2 ≥ 0. The discount price q1 can be made contingent on an
individual’s medical record if it is observable: we denote the price schedule by q1(a2, µ1)

(which includes the case in which medical records are not observable and µ = ∅). Similarly,
after the asset choice, lenders update their assessment of the individual’s type based on the

22For details see https://files.consumerfinance.gov/f/documents/cfpb_med-debt-final-rule_2025-01.pdf.
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asset choice and the observable component of the medical record: that is, and agent’s type
score evolves according to

s2 = Γ1(a2, µ1) ≡ P(τ = H | a2, µ1) (25)

Equation (25) is the analog of equation (6) from the baseline model and equation (21) from
the moral hazard model.

To summarize our information assumptions for this environment, we retain the assump-
tion that an individual’s type (τ) is unobservable (i.e adverse selection) but return to the
case of exogenous observable income (yn). Medical shocks (m1) are observable as are credit
market actions (δ1, a2, d2). However, all actions (δ1, a2, d2) are subject to unobservable id-
iosyncratic shocks (ϵδ1 , ϵa2 , ϵd2). As before, type scores (sn) are observable.

To summarize the new timing:

1. At n = 1,

(a) each individual’s the medical expense shock m1 is realized.

(b) if m1 = m, the individual makes a delinquency decision δ1.

(c) each individual chooses a2 taking the price schedule q(a2, µ1) as given.

(d) observing a2 and µ1, assessments of an individual’s type s2 = Γ1(a2, µ1) are up-
dated according to Bayes Law.

2. At n = 2,

(a) y2 is realized from P(y2 | y1).

(b) if a2 − b2 < 0, the individual makes a default choice d2

(c) observing d2, individual type score s3 = ψ2(d2; a2, b2, y2, s2) is updated according
to Bayes Law or s3 = s2 if a2 − b2 ≥ 0.

Thus, the only differences from the timing in Section 3.1 is the addition of 1(a) and 1(b).
The only other notable difference is conditioning prices on medical records.

5.2 Equilibrium

As in the baseline model, in this version of the model we associate extreme value preference
shocks to all the relevant decisions: medical delinquency, asset choice, and default. At age
1, the ex ante value of the individual sums over the likelihood of medical expense shocks:

V1(τ) = ζJ1(τ) + (1− ζ)W1(0, 0; τ) (26)
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where W1(m1, δ1; τ) is the value function at the asset choice stage and J1(τ) is the value
function at the medical delinquency choice stage conditional on m1 = m:

J1(τ) = Eϵδ1

[
max

δ1∈{0,1}

{
ϵδ1 +W1(m, δ1; τ)

}]
(27)

W1(m1, δ1; τ) = Eϵa2

[
max
a2

{
U(c1) + ϵa2 + βτEy2|y1V2(a2, y2, b2(m1, δ1),Γ1(a2, µ1(m1, δ1)); τ)

}]
subject to: c1 = yℓ − (1− δ1)m1 − q1(a2, µ1(m1, δ1))a2 (28)

Problem (27) generates the type-specific decision rule over medical delinquency σδ1(τ), while
(28) generates the medical-record- and type-specific decision rule over assets σa2(m1, δ1; τ).
We use the notation µ1(δ1,m1) to denote the mapping from medical events to observable
medical records: this evaluates to (m1, δ1) when medical records are observable and ∅ for all
(m1, δ1) when they are not. Second, we use the notation b2(m1, δ1) = m1δ1 to describe the
evolution of medical debt based on expense shock realizations and delinquency decisions.

At age 2, the individual makes a default decision if a2 − b2 < 0:

V2(a2, b2, y2, s2; τ) = Eϵd2

[
max

d2∈{0,1}

{
U(c2) + ϵd2 + βτϕ (ψ2(d2; a2, b2, y2, s2))

}]
(29)

subject to: c2 = y2 + (1− d2)(a2 − b2)

The decision rule associated with this choice problem is σd2(a2, b2, y2, s2; τ).

5.3 What happens when medical records are unobservable?

Out goal is to understand the equilibrium effects of making medical records unobservable.
Therefore, in this section we compare the observable and unobservable medical record cases
described above. The main effect of precluding lenders from considering medical records is
pooling in the credit market: lenders know that some share of the borrowers seeking a given
a2 actually have a “hidden debt” coming from medical delinquency. Figure 9 shows how this
pooling affects credit prices by plotting price schedules from both cases.

The first three lines in the graph correspond to the case when medical records are ob-
servable. Prices here follow a predictable pattern: when a borrower gets no medical expense
shock, or does get the medical expense shock but chooses not to go delinquent, he gets more
favorable terms. By contrast, credit terms worsen materially when a medical delinquency
is observed. The explanation is simple: borrowers have lower effective leverage for a given
a2 choice in the former two cases as opposed to the latter case. When medical records are
unobservable, of course, lenders are forced to pool borrowers of each type, and in equilibrium
prices are less favorable for borrowers with no medical debt and more favorable for borrowers
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Figure 9: Credit prices in the medical expense shock model

Notes: This figure plots the loan price schedules across debt levels in the medical expense shock model.
The first three lines correspond to the case in which medical records are observable, which has 3 distinct
cases, one for each possible realization of µ1. The last line is for the unobservable medical record model in
which there is only one price schedule in equilibrium.

with medical debt.
Table 3 examines how these information partitions affect aggregate and distributional

outcomes. The outcomes are intuitive: since lenders are unable to ration credit specifically for
higher-levered borrowers with medical debt, the terms of credit for these borrowers improve.
This eliminates a powerful incentive to avoid medical delinquency, and as a result the rate
of medical delinquency increases sharply, particularly for the relatively impatient L-types.
Since the only way to accrue medical debt in this model (conditional on being hit by the
expense shock) is to go delinquent, Panel B shows that this behavior is driven entirely by
changes in medical delinquency behavior.

The rest of Table 3 shows that there is very little change to other aggregate moments and
measures of inequality examined elsewhere in the paper: the primary effect of this regulation
is borne out in medical payments. This makes sense given that (uninsured) medical expenses,
while an important motivator for self-insurance and credit usage at the individual level, do
not comprise a large share of overall expenditures in the economy.

6 Putting It Together: N-Period Model with Credit Scores

Can the forces described in the models in Sections 3 through 5 help us understand the
empirical patterns documented in Section 2? Can we quantify the impacts of regulating
lenders’ information sets on the credit market and medical payments? To address these
questions, this section expands our analysis in four ways. First, we combine the individual
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observable medical events unobservable medical events
mean diff, H − L std. dev. mean diff, H − L std. dev.

Panel A. Inequality moments
share with medical debt (%) 0.5 -1.4 12.0 -2.5
age 2 mean wealth 0.02 0.10 0.10 0.02 0.10 0.11
age 1 mean consumption 0.69 -0.06 0.08 0.69 -0.06 0.08
age 2 mean consumption 0.84 0.06 0.17 0.84 0.05 0.17

Panel B. Driving behavior
medical delinquency rate (%) 1.3 -4.0 35.2 -7.3
fraction in debt (%) 44.5 -41.9 44.7 -41.6
default rate (%) 22.8 -32.2 24.5 -32.9

Table 3: The role of observability of medical events

Notes: This table reports the statistic in the column header for the moment in the row header for the
model version indicated in the top row of the table. The mean is the population average, and the standard
deviation is the cross-sectional standard deviation. The difference reported is the difference for the average
of the moment for H-types less the average of the moment for L-types.

components we’ve studied along the way. Therefore, the model presented in this section
includes adverse selection (as in Sections 3 – 5), costly effort (Section 4), and medical expense
shocks and a delinquency decision (Section 5).

Second, we extend the model to have N > 2 periods of life. We do this for two reasons.
First, this allows us to generate more realistic life cycle profiles as in Figure 1: for example,
N = 8 where each “age” corresponds to 5 years which allows us to replicate 5 year age bins
from 21−25 until 55−60. To do so, we simply add periods between n = 1 and n = 2 from the
previous sections. Second, and perhaps more importantly, while the two-period models of
Sections 3 through 5 can illustrate reputational or type score dynamics, they cannot illustrate
credit score dynamics given the constraints of the definition of a credit score outlined above.
Put simply, to illustrate credit score dynamics, we need at least two periods of credit scores,
which means we need at least two periods in which there is a likelihood of default in the
next period. Clearly our 2-period environments do not meet this criterion as constructed.

Third, we make a minor modification by introducing some some churn in individuals types
as in (Chatterjee et al., 2023) to match the data better. To that end, we introduce a Markov
process over type and assume it is drawn independently across individuals. Obviously, we
nest the case in Sections 3-5 if the Markov process is an identity matrix. This allows for the
possibility that the composition of H and L types changes over time to model the possibility
of compositional changes in unobservable type alluded to in Section 2.1.

Finally, for comparability with the data, we measure reputation using model-implied
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credit rankings, rather than the simpler type scores we have studied thus far. Specifically, the
probability of repayment (and hence debt prices) depends in part on the lender’s assessment
of an individuals type encapsulated in their type score sn that we have focused on in earlier
sections. While we observe “cardinal” credit scores in the data ranging from 300 to 850,
as described in Section 2 we represent them “ordinally” as credit rankings which depend
on observable credit market actions and priors given by the model prior sn. In Chatterjee
et al. (2023), we showed that under certain conditions, equilibria like those described in
the previous sections can be implemented via an arrangement in which lenders use the
model’s equivalent of a credit ranking in place of the type score. We formally define credit
rankings in the model in Section 6.3 below after laying out the general environment and the
equilibrium. At a high level, though, we define credit rankings by computing the likelihood
that an individual will not default or go delinquent next period, then rank individuals in the
population according to this likelihood.

6.1 Environment

As discussed above, to introduce the possibility of compositional change in unobservable
type, let τn ∈ {H,L} evolve as a Markov Process Qτ (τn+1|τn). The τn are drawn indepen-
dently across individuals. We assume that the transition probabilities in Qτ (τn+1|τn) are not
symmetric and the initial fraction of high types ρ1 < ρ so that the composition of type H
individuals is growing over time. This process induces changes in βτn .

Individuals begin age 1 with state (a1, b1, y1, s1, τ1) drawn from a distribution G1. Note
that the initial distribution assumed in the previous sections is a special case which is de-
generate on (a1, b1, y1, s1) = (0, 0, yℓ, ρ1) with the fraction of H-types equal to ρ1. At the
terminal age N we assume that besides valuing consumption cN , individuals cannot borrow
or save, have Medicare pay for any possible medical expense (i.e. they do not realize any
medical expense shocks), and value leaving a good reputation ϕ(sN+1). Since there are mul-
tiple periods of asset choice and default unlike the previous subsections, we assume as in
Chatterjee et al. (2023) that if an individual defaults they are excluded from the credit mar-
ket for one period. The only complicated part becomes passing state variables over periods
consistent with timing.

To summarize our information assumptions for the general environment, an individual’s
type (τn) and effort (en) choice are unobservable. Medical shocks (mn) and income (yn) are
observable as are credit market actions (δn, an, dn). All actions are subject to unobservable
idiosyncratic shocks (ϵen , ϵδn , ϵan , ϵd2). Finally, type scores (sn) are observable providing noisy
signals of the unobservable type.
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To summarize the timing for this section, at any time n ∈ {1, ..., N − 1}, then:

1. individuals begin with unobservable type τn and observable state ωn = (an, bn, yn, sn).

2. individuals choose unobservable effort en(ωn; τn).

3. individuals make default choice dn(en, ωn; τn) on private and/or medical debt |an|+ bn.

4. individuals realize medical expense shockmn and make a delinquency choice δn(mn, dn, en, ωn; τn),
which determines tomorrow’s stock of medical debt bn+1 = mnδn.23

5. if dn(en, ωn; τn) = 0, then individuals make an asset choice an+1(δn,mn, en, ωn; τn) at
price qn(an+1, ωn, µn); otherwise an+1 = 0 by assumption.

6. individuals learn their next-period income yn+1, drawn from P(yn+1 | en) and their
unobservable state τn+1 drawn from Qτ (τn+1|τn).

7. individuals’ type assessments are updated according to Bayes’ Law:

sn+1 = ψdn
n (yn+1, an+1, µn;ωn) ≡ P(τn+1 = H | yn+1, an+1, µn, dn, ωn) (30)

8. individuals leave period n in observable state ωn+1 = (an+1, bn+1, yn+1, sn+1).24

6.2 Equilibrium

Ages n = 1, ..., N − 1 in this general model are similar to the initial age in the two-period
models in the earlier sections, and the terminal period n = N is similar to the terminal age
n = 2 from these models. Therefore, here we only lay out the problem for the interim periods
n ∈ {1, ..., N − 1} and relegate much to Appendix A.4. In what follows, we use recursive
notation where xn = x and xn+1 = x′.

An agent of (observable) age n in observable state ω = (y, a, b, s) makes effort, default,
delinquency, and asset choices consistent with the timeline laid out above. While we model
these decisions as sequential, we assume that the timing of each decision is such that the
agent’s assessed type (score) is only adjusted after all the observable actions of the period.25

23Note that we assume that medical debt can’t accumulate: after going delinquent, it is either repaid or
defaulted on. This simplifies the state space in our analysis.

24Note that the terminal condition must be ωN+1 = (0, 0, 0, sN+1).
25We model these decisions as sequential, but this can of course be done with nesting. Our formulation

easily allows for different degrees of noise in each decision.
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Beginning with the effort choice, an agent first solves

Vn(ω, τ) = Eϵe

[
max
e∈{0,1}

{
− κee+Wn(e;ω, τ) + ϵe

}]
(31)

where Wn(e, ω; τn) is the ex-ante value at the default stage, described below. The effort
choice decision density is denoted by σe

n(ω; τ). At the default stage, the individual’s ex ante
value conditional on effort is

Wn(e;ω, τ) = Eϵd

[
max
d∈{0,1}

{
− κdd+ Jd

n(e;ω, τ) + ϵd
}]

(32)

where Jd
n(e;ω, τ) is the ex ante value at the medical event stage, described below. The

default decision density is denoted by σd
n(e;ω, τ). Note that equation (32) only applies if

a(ω)− b(ω) < 0; otherwise, Wn(e;ω, τ) = Jd=0
n (e;ω, τ).

The ex-ante value at the medical event stage accounts for both the probability of a
medical expense shock and the potential delinquency choices conditional on the shock:

Jd
n(e;ω, τ) = ζXd

n(e;ω, τ) + (1− ζ)Zd
n(0, 0, e;ω, τ) (33)

where Zd
n(δ,m, e;ω, τ) is the ex ante value at the asset choice stage (here evaluated conditional

on m = 0, which implies δ = 0) and Xd
n(e;ω, τ) is the ex ante value at the delinquency choice

stage conditional on being hit by the medical expense shock:

Xd
n(e;ω, τ) = Eϵδ

[
max
δ∈{0,1}

{
− κδδ + Zd

n(δ,m, e;ω, τ) + ϵδ
}]

, (34)

which induces the delinquency decision density σδ
n(d, e;ω, τ).

Finally, at the asset choice stage the individual solves the following problem if he has not
defaulted in this period:

Zd=0
n (δ,m, e, ;ω, τ) = Eϵa′

[
max
a′

{
U(c) + ϵa

′
(35)

βτEy′,τ ′|e

(
Vn+1(a

′, b′(m, δ), y′, ψd=0
n (y′, a′, µ(m, δ);ω); τ ′)

)}]
subject to: c = y + a− b− (1− δ)m− qn(a

′;µ(m, δ), ω)a′

The budget constraint adjusts the household’s current liabilities for both medical delinquency
and default decisions, as well as the equilibrium loan price (discussed below). The interior
expectation is over realizations of y′, whose likelihood depends on the effort exerted earlier
in the period as well as any type switch τ ′. The Vn+1 term spells out all the endogenously
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evolving parts of the individual state, ωn+1: assets evolve based on the a′ choice, medical
debts evolve based on the medical record, income evolves based on effort, and the type score
evolves based on all observable decisions from this period and the observable beginning-
of-period state as per equation (30). The asset density associated with problem (35) is
σa′
n (δ,m, e;ω, τ).

If the individual has defaulted earlier in the period, there is no asset choice to be made
since a′ = 0 by assumption, and we have

Zd=1
n (δ,m, e, ;ω, τ) = U(c) + βτEy′,τ ′|e

(
Vn+1(a

′, b′(m, δ), y′, ψd=1
n (y′, 0, µ(m, δ);ω); τ ′)

)}]
subject to: c = y − (1− δ)m (36)

As discussed in Section 6.1, type scores evolve in a similar fashion to our 2-period model
economies. Loan prices in this case are determined in the same way. In particular, the analog
of equation (5) in this environment for debt levels a′ < 0 is simply

qn(a
′;µ, ω) =

1

1 + r
P(d′ = 0 | a′, µ, d = 0, ω, n) (37)

The conditioning on no default this period reflects the fact that this decision is an observable
signal of one’s type, and that borrowing is only allowed conditional on not defaulting.

6.3 Defining credit scores and credit rankings in the model

Credit scores measure creditworthiness as the likelihood of an adverse credit event over a
given time horizon. To formalize this notion in the model, we define an “adverse credit event”
as either a default or a medical delinquency, d = 1 or δ = 1, and we use the time horizon
of one period. In our context, we take the probability of not encountering an adverse event
at the beginning of age n as the model analogue of a credit score which lies in [0, 1] not
[300, 850]:

χ̃n(ω) ≡ P(d′ = 0, δ′ = 0 | ω, n). (38)

Then, in order to take our model to the data, we construct a credit ranking by taking the
probability χ̃ from equation (38) and determines the fraction of people who have probability
equal to or less than χ̃ across the equilibrium distribution of people over observable states,
λn(ω):

χn(ω) ≡
∑

{ñ,ω̃ | χ̃ñ(ω̃)≤χ̃n(ω)}

λñ(ω̃) (39)

Note that this formulation assumes the “overlapping generations” structure of our model
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economy: in each period, the mass of individuals born (and dying) is 1/N , and the distribu-
tion of individuals evolves according to the decision rules outlined in Section 6.2.

6.4 Model properties

To focus on the information frictions behind credit scoring, here we study a version of the
general model with only adverse selection and moral hazard and leave the more general case
with medical debt to future research. We compute the model for N = 10 but report the
model properties for 8 age bins corresponding to the 8 bins in Figure 1. Notably, since
reputation affects the terms individuals face in the credit market over their lifetimes in this
model, we do not need to introduce the reduced form reputational parameter ϕ in this version
of the model: the reputational benefits of good behavior are endogenous here.26

Figure 10: Life cycle: driving behavior

Notes: This figure plots the life cycle for the given variables in the aggregate and by type.

To understand the mechanics behind the life cycle pattens of income, consumption, and
rankings, we begin with the basic type-dependent choices over assets, default, and effort in
the model. Given that people start their working life with low earnings, they borrow early
and save late in panel (a) and (b) of Figure 10. Panel (d) shows that there can be big
differences in unobservable effort which can lead to big differences in observable income in
later age brackets. Since income realizations are a noisy signal of type, there can be early
learning and separation of types evident in Figure 11 for both type score in panels (g) –
(h) and credit rankings in panels (e) – (f). Panel (c) of Figure 10 suggests that for this
parameterization, the default decision is not very informative relative to the asset and effort
choices.

Figure 11 uses our model to understand how type differences influence the mean and
variance of income, consumption, and credit ranking documented in Section 2. Specifically,
as one would expect, typeH have higher type score, credit ranking, income, and consumption
than type L. We summarize these implications of the model for consumption, income, and

26Concretely, we set ϕ = 0 when computing the continuation value in period N .
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Figure 11: Life cycle moments in the full model

Notes: This figure plots the mean and standard deviation over the life cycle for the given variables in the
aggregate and by type.

reputational inequality in Figure 12 – the model analog of Figure 1. One interesting fact
evident in panel (a) is that there is an upward trend in credit rankings across age despite
the leveling off in income, in broad agreement with the data.

Figure 12: Relative mean and variance of income, consumption, and credit ranking

Notes: This figure plots path of the indicated (aggregate) moment for each age, with the first age bin
normalized to 0 as in Figure 1.

Finally, Figure 13 shows the joint distribution of income and credit rankings meant to
correspond to Figure 2a. Its stark nature arises from the model’s two point distribution
as opposed to the worlds much richer earnings process. Consistent with the data, though,
individuals in the model tend to have higher credit scores (or, the share of high income
individuals rises as we move up the credit score distribution.

42



Figure 13: Distribution of credit rankings by income

Notes: This figure plots the CDF of credit rankings in the equilibrium distribution of the model
conditional on a given level of income. The distribution of credit rankings for high income individuals first
order stochastically dominates the one for low income individuals, as in Figure 2a.
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Appendix for “Credit Scores and Inequality over the
Life Cycle”

A Model Appendix

A.1 Formulas for baseline environment from Section 3

Given the age-1 decision rule over σa2(τ), type score updates are computed via (6):

ψ1(a2) ≡ P(τ = H | a2) =
P(a2 | τ = H)P(τ = H)∑

τ P(a2 | τ)P(τ)
=

ρσ1(a2;H)

ρσ1(a2;H) + (1− ρ)σ1(a2;L)
(A.1)

These revised assessments are used to compute prices via (5), where the probability term is:

P(d2 = 0 | a2) =
∑
y2,τ

P(y2, τ | a2) · σd2=0(a2, y2, ψ1(a2); τ)

where σd2=0(a, y, s; τ) is the probability of repayment at age 2. Since y2 is drawn randomly
independent of age 1 choices, the probability term may be written P(y2, τ | a2) = P(y2 | yℓ) ·
P(τ | a2), where the last term is just a transformation of the type score; that is, P(τ =

H | a2) = ψ1(a2) and P(τ = L | a2) = 1− ψ1(a2). Combining these insights, we obtain

q1(a2) =
1

1 + r

∑
y2

(
P(y2 | yℓ)

[
ψ1(a2)σ

d2=0(a2, y2, ψ1(a2);H)

+ (1− ψ1(a2))σ
d2=0(a2, y2, ψ1(a2);L)

])
(A.2)

Lastly, the type score update based on the age 2 default decision is

ψ2(d2; a2, y2, s2) =
s2σ

d2(a2, y2, s2;H)

s2σd2(a2, y2, s2;H) + (1− s2)σd2(a2, y2, s2;L)
(A.3)

No tracking In the “no tracking” (NT) version of the model, type is unobservable, and
lenders try to infer it, but this information is not tracked through time. Since types are
permanent, this implies that all individuals have a common beginning-of-period type score
equal to ρ in each age, though their assessment might be temporarily updated within age 1
based on their borrowing choice. In this case, we can suppress the state variable s2 in the
default decision at age 2, but it is still useful to define the type scoring function in equation
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(6), solved for in equation (A.2). In this case, the loan price is

qNT
1 (a2) =

1

1 + r

∑
y2

(
P(y2 | yℓ)

[
ψ1(a2)σ

d2=0(a2, y2;H) + (1− ψ1(a2))σ
d2=0(a2, y2;L)

])
(A.4)

Note that the default decision rules do not include the type assessments that weight the
probabilities, since the type score state variable remains fixed at ρ. Since the preclusion of
tracking implies there is no scope for reputational considerations in the default decision at
age 2, equation (A.3) is no longer relevant.

A.2 Formulas for moral hazard environment from Section 4

In order to streamline cumbersome notation, it is useful to define four objects. First, the
age-1 joint decision rule over effort and assets is

σ̃(a2,e1(τ) ≡ P(a2, e1 | τ) = σe1(τ)σa2(e, τ)

Second, the effort-choice-weighted age-1 decision rule over assets is

σa2(τ) ≡ P(a2 | τ) =
∑
e1

σ̃(a2,e1)(τ)

Third, the probability of a given y2 realization based on type and asset choice is

πy2(a2; τ) ≡ P(y2 | a2, τ) =
∑
e1

P(y2 | e1)
σ̃(a2,e1)(τ)

σa2(τ)

Fourth, although the belief update based solely on the choice of a2 no longer defines the
evolution of one’s type score in this version of the model, it is still useful as an input to loan
prices and the full type score update Υ2. We compute the type assessment made after the
choice of a2 but before the realization of y2 similarly to (A.1), with the only difference that
we need to sum over unobservable effort decisions:

ψ1(a2) ≡ P(τ | a2) =
ρσa2(H)

ρσa2(H) + (1− ρ)σa2(L)
(A.5)

With repeated application of Bayes’ Rule, we can write equation (21) as

P(τ = H | a2, y2) =
P(y2 | τ = H, a2)P(τ = H | a2)∑

τ P(y2 | τ, a2)P(τ | a2)

ii



which uses both the “interim” type score ψ1 and the updated y2 density π. Combining these
expressions yields

Υ2(a2, y2) =
ψ1(a2)π

y2(a2, H)

ψ1(a2)πy2(a2, H) + (1− ψ1(a2))πy2(a2;L)
(A.6)

In this setting, to compute the loan prices we compute

P(d2 = 0 | a2) =
∑
y2,τ

P(y2, τ | a2) · σd2=0 (a2, y2,Υ2(a2, y2); τ)

where we can compute the probability term easily using objects derived above P(y2, τ | a2) =
P(y2 | a2, τ)P(τ | a2) = πy2(a2, τ)ψ1(a2). Combining these yields

q1(a2) =
1

1 + r

∑
y2

[
ψ1(a2)π

y2(a2, H)σd2=0(a2, y2,Υ2(a2, y2);H)

+ (1− ψ1(a2))π
y2(a2, L)σ

d2=0(a2, y2,Υ2(a2, y2);L)
]

(A.7)

Lastly, the type score updates after the default / no default decision at age 2 are exactly
as in the baseline model, following equation (A.3).

A.3 Formulas for medical event environment from Section 5

As in the moral hazard case, define the ex-ante decision rule over (a2, δ1) given the realization
of the medical shock m1 by

σ̃(a2,δ1)(m1, τ) ≡ P(a2, δ1 | m1, τ) = σa2(δ1,m1, τ) · σδ1(m1, τ)

One difference between this expression and the one from the moral hazard case is that it
could in principle be extended to include the likelihood of the medical expense shock, but
we exclude this for now since it is exogenous.

A.3.1 Observable medical events

Consider first the case in which medical debts are observable. In this case, we can write the
type score as

P(τ = H | a2,m1, δ1) =
P(τ = H, a2,m1, δ1)∑

τ P(τ, a2,m1, δ1)

where P(τ, a2,m1, δ1) = P(a2 | m1, δ1, τ)P(δ1 | m1, τ)P(m1 | τ)P(τ)
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Then, using the definitions of the decision rules above and recognizing that medical expense
shocks are independent of type, we obtain

λ1(a2,m1, δ1) =
ρσ̃(a2,δ1)(m1, H)

ρσ̃(a2,δ1)(m1, H) + (1− ρ)σ̃(a2,δ1)(m1, L)
(A.8)

In this case, the price schedule directly mirrors the one from the baseline version of the
model in (A.2), with the difference that there are more states to account for in the type
scoring function and subsequent decision rule:

q1(a2, µ1) =
1

1 + r

∑
y2

(
P(y2 | yℓ)

[
λ1(a2, µ1)σ

d2=0
(
a2, b(µ1), λ1(a2, µ1), y2;H

)
(A.9)

+ (1− λ1(a2, µ1))σ
d2=0

(
a2, b(µ1), λ1(a2, µ1), y2;L

)])

A.3.2 Unobservable medical events

In this case, it is useful to define the τ -specific probability of choosing a2 as

σa2(τ) ≡ P(a | τ) =
∑
m,δ

P(a | m, δ, τ)P(δ | m, τ)P(m)

= (1− χ)σ̃(a2,0)(0, τ) + χ
[
σ̃(a2,0)(m, τ) + σ̃(a2,1)(m, τ)

]
Note that this includes summation over both the realization of the medical expense shock
and the likelihood of delinquency given the medical expense shock. Since neither is observed,
this is the relevant conditioning for the lender / credit scorer.

Another useful object to define is the type-specific likelihood of a specific medical event
(m1, δ1) given an observation of a2:

π(m1,δ1)(a2, τ) ≡ P(m1, δ1 | a2, τ) =
P(a2 | m1, δ1, τ)P(δ1 | m1, τ)P(m1)P(τ)

P(a2 | τ)P(τ)

= P(m)
σ̃(a2,δ1)(m1, τ)

σa2(τ)

This object serves a similar purpose to the π object in the moral hazard model.
When medical events are unobservable, we have to sum over their likelihood in making

assessments. Individual’s type scores in this version of the model evolve exactly as in the
baseline model (equation (A.1)), with the caveat that the relevant decision rule is now σa2 ,
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the weighted sum over effort-specific choices:

ψ1(a2) =
ρσ1(a2;H)

ρσ1(a2;H) + (1− ρ)σ1(a2;L)
(A.10)

For loan prices, the formula resembles the moral hazard model with unobservable effort.
In this case, we must compute

P(d2 = 0 | a2) =
∑

y2,τ,m1,δ1

P(y2, τ,m1, δ1 | a2) · σd2=0(a2, b(m1, δ1), ψ1(a2), y2; τ)

where P(y2, τ,m1, δ1 | a2) = P(y2 | yℓ)P(τ | a2)P(m1, δ1 |a2, τ)

where the second term is a function of the type score and the third term is the inferred
probability of a medical event having occurred computed above. Combining these results,
we can write the loan price function for this case as

q1(a2) =
1

1 + r

∑
y2,m1

(
P(y2 | yℓ)

[
ψ1(a2)π

(m1,δ1)(a2, H)σd2=0
(
a2, b(m1, δ1), ψ1(a2), y2;H

)
+ (1− ψ1(a2))π

(m1,δ1)(a2, L)σ
d2=0

(
a2, b(m1, δ1), ψ1(a2), y2;L

))])
(A.11)

Lastly, in both the observable and unobservable cases, the type score updates after the
default / no default decision at age 2 are exactly as in the baseline model, following equation
(A.3), with the one modification that the age 2 decision rule depends also on the quantity
of medical debt.

A.4 Formulas for General Case

To be added

B Additional Numerical Results

B.1 Parameterization for numerical illustrations

Table B.2 reports the parameter values used throughout the numerical illustrations in the
paper. Many parameter values are standard (e.g. risk aversion, risk-free rate). The share of
H-types in the population is 2/3, to capture the idea that broadly H-types are the prime
population while L-types are the subprime population. Both types are relatively impatient, a
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parameter value notes

Panel A. Common across all models (Sections 3 – 5)
risk aversion γ 2 standard CRRA utility
risk-free rate r 2% avg real T-Bill rate
share of H-types ρ 2/3 prime share of population
high discount factor βH 0.9
low discount factor βL 0.5
low income yℓ 0.75 normalization, center income process around 1
high income yh 1.25
probability of high income P(yh) 0.1 equal to P(yh | e = 0) in MH model
extreme value scale, default αd 0.05
extreme value scale, saving αa 0.15
marginal value of reputation ϕ 1

Panel B. Unique to moral hazard model (Section 4)
probability of high income, effort P(yh | e = 1) 0.5
utility cost of effort κe 0.2
extreme value scale, effort choice αe 0.05 equal to αd

Panel C. Unique to medical shock model (Section 5)
probability of medical expense χ 34.1% Fulford and Low (2024)
size of medical expense m 0.05 8% of yℓ, Fulford and Low (2024)
utility cost of medical delinquency κδ 0.1 equal to κd
extreme value scale, medical delinquency αδ 0.05 equal to αd

Table B.1: Parameters for numerical illustrations

Notes: This table reports the parameter values used throughout the numerical illustrations in the paper.

standard assumption in the unsecured credit literature. The extreme value preference shocks
are consistent with the idea that the default, delinquency, and effort choices are all less noisy
than asset choices, which reflects scope for un-modeled expense or preference shocks driving
consumption in a given period.

For the moral hazard model, we assume that the probability of high income conditional
on not exerting effort is equal to the probability of high income from the baseline model,
while the probability of high income conditional on exerting effort is much higher. This
creates scope for the moral hazard friction to have bite. Lastly, for the model with medical
expense shocks, we assume that the likelihood of being hit by a shock and the average size
conditional on being hit by a shock are consistent with empirical measurements.

B.2 Baseline model mechanics

Figure B.1 presents key decision rules and equilibrium objects from the baseline model of
Section 3. Panels (a) – (c) focus on decisions and equilibrium functions at age 1; panels (d)
– (f) focus on age 2. Panel (a) presents the decision rules by type: it is clear that H-types

vi



parameter value notes / target data model

Panel A. Assigned externally
risk aversion γ 2 standard CRRA utility
risk-free rate rann 2% 2% annualized, r = (1 + rann)

5 − 1
long run share of H-types ρ 2/3 prime share of population
high discount factor βH 0.906 βH = 1

1+r

low income yℓ 1 normalization
probability of high income, no effort P(yh | e = 0) 0.2 normalization

Panel B. Calibrated internally
low discount factor βL 0.7 average debt-to-income 0.4 0.1
share of high types among newborns ρ1 1/3 mean log income, slope 0.047 0.014
high income yh 1.5 mean credit ranking, intercept 0.385 0.547

mean credit ranking, slope 0.024 0.007
transition probability, τ = L to τ ′ = H P(τ ′ = H | τ = L) 0.05 average interest rate 11.9% 12.4%
probability of high income, effort P(yh | e = 1) 0.7 variance of interest rates 7.0% 1.5%
utility cost of effort κe 0.2 avg. corr between score & income 0.64 0.80
extreme value scale, default αd 0.05 variance of credit ranking, intercept 0.060 0.038
extreme value scale, saving αa 0.15 Ch 7 bankruptcy rate 1.0% 1.1%
extreme value scale, effort choice αe 0.05 variance credit ranking, slope 0.006 0.007

Table B.2: Parameters for quantitative model (Section 6)

Notes: This table reports the parameter values used in the quantitative model in Section 6. Values in
Panel A are calibrated outside of the model, values in Panel B are calibrate within the model. The average
debt to income and variance of interest rate moments come from the Survey of Consumer Finances (SCF).
The default rate is simply the annual rate of Ch. 7 bankruptcy filings from the U.S. Courts bankruptcy
statistics. All other targeted moments come from the analysis in Section 2: the mean income growth is the
slope of Figure 1a, the average correlation between credit ranking and income is the average from Figure
2b, the variance of credit rankings among the young is the intercept from Figure 1d, and the slope of the
credit ranking is the slope from Figure 1c.

tend to save more, while L-types are more likely to borrow. Panel (b) presents the type
score update based on the asset choice, ψ1(a2)− ρ. Choices for which the number lies above
(below) zero correspond to choices that lead to upward (downward) revision of one’s type
score. This figure inherits the shape of the “likelihood ratio” σa2 (H)

σa2 (H)+σa2 (L)
, a transformation

of panel (a). Panel (c) plots the loan pricing function, which takes a standard form for the
unsecured credit literature.

Panels (d) and (e) plot the age 2 default probability across debt levels for H- and L-types
for the realization y2 = yℓ. Panel (d) examines behavior for a relatively high type score, while
panel (d) examines it for a relatively low type score. Both types become more likely default
when more indebted, and are less likely to default when s2 is at a more intermediate level
(for which there is scope for a large downward revision of reputation upon default). Finally,
panel (f) plots the type score update in the event of default for high and low values of s2.
Unsurprisingly, defaulting leads to a sharper downward revision of one’s type score when one
begins with a better reputation.
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Figure B.1: Equilibrium in the baseline model (Section 3)

Notes: Panel (a) plots the decision density over a2 for each type. Panel (b) plots the type score associated
with each action a2, expressed as a difference relative to the common initial type score ρ. Panel (c) plots
the loan pricing function. Panels (d) and (e) plot the default probabilities conditional on having low
income at age 2 over a range of debt levels for the high and low types for high and low type scores (10th
and 50th percentiles), respectively. Panel (f) plots the type score update conditional on default for the
same states as panels (d) and (e).

B.3 Moral hazard model mechanics

Equilibrium Figure B.2 describes the equilibrium of the model with moral hazard from
Section 4. Since the main differences between this model and the baseline model from Section
3 affect behavior at age 1, we focus only on this age to ease exposition. Panel (a) is the analog
of panel (a) from Figure B.1, with the caveat that the a2 decision rule must be summed over
effort levels. Still, the message is the same: H-types are more likely to save / borrow less
than L-types. Panel (b) depicts the decision rule over effort, σe1=1(τ). H-types, valuing the
future increase in income, are more likely to incur the effort cost when young than L-types.

Panel (c) plots 2 type score updates: the “interim” one based only on the choice of a2,
ψ1(a2) – which is relevant for pricing – and the “final” one based on both the choice of a2
and the realization of y2, Υ2(a2, y2) – which determines the evolution of the type score state
variable. All 3 lines show that the type score revision takes the shape implied by the asset
choices (specificlly, their likelihood ratio representation) from panel (a). The blue line shows
that a realization of high income at age 2 leads to a further upward revision of the assessment
of one’s type, while the red line shows that a realization of low income at age 2 leads to a
further downward revision. This is driven by the differences in the effort decision highlighted
in panel (b): H-types are more likely to exert effort, and high income is more likely given
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Figure B.2: Equilibrium in the moral hazard model (Section 4)

Notes: Panel (a) plots the decision rule over a2 only, which is a weighted average of the a2 choices made
for each type across effort levels, with the weights as the probability of each effort choice. Panel (b) plots
the probability of exerting effort by type, σe1=1(τ). Panel (c) plots the type scoring functions, both the
interim – after observing a2 only – and the final – after observing both a2 and the realization of y2 at the
beginning of age 2.

the exertion of effort, so a realization of high income is reputation-enhancing, all else equal.

Life cycle Figure B.3 presents the analog of Figure 6 from the main text. The main
purpose of this figure is to provide a visual aid to accompany the moments from the baseline
model in Table 2.
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Figure B.3: Life cycle in the moral hazard model (Section 4)

Notes: Each panel in this figure plots the indicated moment in the title of the panel for ages 1 and 2 in
aggregate and by type. The error bands in each figure correspond to plus or minus one standard deviation,
aggregating across both high and low types. Type-specific error bands are not shown.
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