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Basic research and initial deployments of artificial intelligence have proceeded very rapidly. 
Workers are rapidly incorporating it into their work (Deming 2024). So far, however, 
productivity growth has not increased and estimates of its impact going forward range from 0.1 
percentage point per year to as much as 1 percentage point per year—with the actual number also 
likely to depend on choices by policymakers (Acemoglu 2024; Filippucci et al. 2024). 
Applications also have enormous potential in education, health, climate change, and other areas 
(US Department of Education 2023; World Economic Forum 2024). 
 
The United States is well ahead of Europe in AI development for many reasons including more 
flexible and deeper U.S. capital markets and the nature of immigration to the United States 
(Arnold et al. 2024). An additional factor is the European Union’s more extensive AI rules have 
slowed progress there (Jin, Wagman, & Jia 2019), in contrast to the more voluntary and 
disclosure-based approach pursued to date in the United States (White House 2023). 
 
The following regulatory principles would have the consequence of increasing the pace of AI 
development while also maintaining safety2: 
 
1. Balance benefits and risks. The European approach to regulation has been based on the 
“precautionary principle” that supports delaying AI until it is proven absolutely safe (Guha et al. 
2023). An alternative regulatory approach is cost-benefit analysis which would require regulators 
to think not only about the risks of AI but also the risks from slower AI development, such as 
more cancer deaths because of delayed drug discovery, worse educational outcomes because 
students lack personalized digital tutors, more car accidents because of delays in self-driving 
cars, and worsening climate change because of a slowdown in discovering better materials for 
grid-level battery storage. AI regulation would generate more net benefits, almost by definition, 
under a benefit-cost framework than the precautionary principle. 
 
2. Compare AI with humans, not to the Almighty. Autonomous cars crash—but how do they 
compare with human drivers? AI may show biases, but how do these stack up against human 
prejudices (Kleinberg et al. 2017)? In fact, maximizing social welfare should not require AI to 
perform at parity with humans given the dynamic consideration that many AI technologies, like 
self driving cars, offers significant convenience and has greater potential for improvement over 
time than humans have. Recent research suggests that autonomous driving systems have a 
significantly lower crash rate than human drivers (Kusano et al. 2024). AI is learning much faster 
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than humans are and the future gains this learning will generate belong on the benefit side of the 
ledger. 
 
3. Address how existing regulations are hindering progress. The most obvious are permitting 
and other obstacles to the expansion of data centers and the power sources they will need; these 
immediate hurdles delay critical expansions needed to support the growing computational 
demands of AI (McKinsey & Company 2024). Data centers, which are the backbone of AI 
infrastructure, face numerous regulatory challenges, often stemming from complex zoning laws, 
stringent environmental regulations, and local resistance to large-scale infrastructure projects. A 
potentially more consequential issue over time is the dozens of state laws regulating AI that have 
already been passed and the hundreds more that have been proposed, creating an unpredictable 
and fragmented regulatory environment for AI developers (National Conference of State 
Legislatures 2024). Federal pre-emption of state rules would have the consequence of ensuring 
the U.S. remains a digital single market—unlike the fractured EU. 
 
4. Where new regulation is warranted, it would be overseen by existing domain-specific 
regulators rather than a new super-regulator. We don’t have a super-regulator for all products 
that use linear regression or electricity; instead, regulators specialize in areas where these are 
used, such as auto safety, stock trading, and medical devices. Existing regulators, such as the 
Food and Drug Administration (FDA) and the Federal Aviation Administration (FAA), can adapt 
their processes to accommodate AI technologies and should focus on outputs and consequences 
in their domains, not on inputs and methods—an approach that would minimize regulatory 
duplication and ensure specialized oversight where it is needed. This may require more AI 
expertise and flexibility within agencies. For instance, the FDA has come up with procedures to 
approve AI-based devices that might fall foul of its standard rules given the lack of a fixed 
algorithm with (FDA 2024). 
 
5. Avoid setting up regulations that become a moat protecting incumbents. History shows 
that well-intentioned rules can entrench existing powers, from medieval guilds to hospital 
certificate-of-need laws (Mitchell 2021). It is possible that regulations in the AI space could 
follow the same pattern. Centralized licensing bodies could easily become gatekeepers stifling 
competition. A super-regulator could be captured by big companies. When tech giants 
enthusiastically promote regulation, it should raise red flags. A regulatory framework that aims to 
nurture a competitive AI landscape instead of solidifying the dominance of a few early movers 
should avoid these types of policies. 
 
6. Not every problem caused by AI can be solved by regulating AI. I hope AI will raise wages 
without hurting employment, with especially large increases for workers with lower-paying skills 
as some expect (Autor 2023). Studies provide some evidence for this, for example finding that 
less-able writers benefit most from AI-based writing suggestions (Dhillon et al. 2024). But bleak 
scenarios of swift technological change displacing workers or causing inequality are possible 
(Acemoglu 2019). It is virtually impossible for regulators to figure out in advance whether each 
technological advance is job-replacing or inequality-increasing. Moreover, attempting to shift to 



a system of permissioned innovation would slow progress and the benefits that AI could bring. 
Instead, a more effective approach to address any side effects for labor markets would be in more 
conventional economic policies like training programs that connect people to jobs, wage 
subsidies, and a more progressive tax and transfer system to ensure that AI’s benefits are shared 
broadly. 
 
To the degree policymakers want to maximize the net benefits of AI they should proceed 
cautiously. Well-intentioned efforts could inadvertently slow progress while falling short of their 
goals. These six principles would result in an outcome that would help ensure AI lives up to its 
potential while addressing legitimate concerns around safety and other issues. 
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