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Abstract: The usual narrative is backlash to artificial intelligence (AI). A recent
study found that when judges were given decision-support, it ended up increasing
disparities–not because the algorithm was biased–in fact the algorithm would have
resulted in lower disparities. But the judges selectively paid attention to the algo-
rithm, which resulted in greater disparities. This article argues for an incremental
approach leveraging recent theoretical insights from social preference economics.
The core insight is that judges are moral decision-makers–you’re right or wrong,
good or bad–and to understand what motivates these decision-makers, one might
turn to self-image motives–a topic of active behavioral research in recent years.
Each stage leverages motives related to the self: self-image, self-improvement, self-
understanding, and ego. In stage 1, people use AI as a support tool, speeding up
existing processes (for example, by prefilling forms). Once they’re used to this, they
canmore easily accept an added functionality (Stage 2) in which AI becomes a choice
monitor, pointing out choice inconsistencies and reminding the human of her prior
choices in similar situations. Stage 3 elevates the AI to the role of a more general
coach, providing outcome feedback on choices and highlighting decision patterns.
Then, in stage 4, the AI brings in other people’s decision histories and patterns,
serving as a platform for a community of experts. This framework contrasts with the
current framework where the AI simply recommends an optimal decision.
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I’m going to propose how we might integrate AI incrementally into high stakes
decision-making. The usual narrative is backlash to AI: when legal decision makers
like judges are given decision-support, an algorithm, theymight reject the AI. Indeed,
in Kentucky, judges were given decision-support, an algorithm, and they found
that it resulted in greater disparities - but that’s not because the algorithm was
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biased (it could have been) - but the algorithmwould have reduced disparities. What
happened was that the judges selectively paid attention to the algorithm - so for
disadvantaged groups, they ignored the algorithm, and that resulted in greater
disparities (Albright 2019).

What I’m going to suggest instead is an incremental approach to integrating AI -
and this is going to leverage theoretical insights from social preference economics.
The core perspective is that of judges as moral decision-makers - making a decision
on you’re right or wrong, good or bad - and this builds of a large literature in
economics on pro-social motives - Nobel lauretes Jean Tirole, Vernon Smith, Al Roth
(Bénabou and Jean 2011; Roth 2007; Smith 2016) – all talking about why people might
make pro-social decisions and thinking self-image (“I think I’ma good person - a good
judge”) might be important.

As a preliminary step, let’s go back to an earlier AI literature on decision-making,
which is to compare a decision-maker to the predicted self. It’s called bootstrapping
(Camerer 1981). The idea is that we might ask, are humans actually making more
errors than their predicted self or vice versa. Let’s suppose I’ma very attentive judge,
paying attention to a lot of legally relevant factors that aren’t incorporated in the
machine learning model, then you might expect the human to do better, to make
fewer errors, to be having less disparate impacts than the bootstrapped judge. But if
instead, I’m human, and I pay attention to extraneous factors, I may actually end up
making more mistakes relative to my predicted self (Kleinberg et al. 2018).

Once we first verify that it’s possible that a bootstrapped judge might do better
than a human judge – which can be assessed simply with historical data, we might
introduce the judge to their predicted self, using AI as a support tool, speed up
existing processes. Think of prefilling forms, or on our smartphones, we have
autocomplete when texting people. So, what might showing the predicted self do?
First, it leverages self-image motives, I get to see what I would have done. Second, it
cabins extraneous factors, making us more consistent comparing apples and apples,
oranges and oranges. Third, it presents a default that I can easily deviate from, so it
might leverage more conscious deliberate Type II thinking as opposed to Type I
thinking.
– Stage 1 has people using AI as a support tool, speeding up existing processes (for

example, by prefilling forms). Offer a judge the best prediction of themselves,
based on the specific judge’s previous decision-making, from a model using only
legally relevant features.

In Stage 2, once judges are used to this, they might more easily accept added
functionality, like a light nudge, choicemonitor, pointing outwhen they’re inconsistent
with their previous decisions. Let’s suppose the algorithm predicts that when you
deviate from the default, you’remore likely tomake an error, to bemoremistaken, to
be reversed. The light nudge might be to tell the judge to pay more attention, be less
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indifferent, spend more time, and collect more information on this case. This might
leverage motives of self-improvement to be less erroneous, to be a better judge.
– Stage 2 has prediction of reversal and themotive to self-improve, while also

respecting judge’s autonomy and limited bandwidth.
Now we can go to Stage 3, where we think of AI as a more general coach that
explains why decisions might lead to error. Let’s suppose judges want transparent
AI. Research suggests that transparency canmakes AImore trustworthy, where trust
comes from causal understanding (Danks 2019). One might provide a dropdown
menu so judges can understand why the algorithm is nudging him or her. The judge
gets to find out, here’s the reason why s/he’s historically made more errors with
this particular deviation from the default. This might leverage motives of self-
understanding. But it doesn’t have to be a one-way conversation, where the AI is
talking to the judge. The judge can also explain to the AIwhy I am choosing to deviate,
so the AI can learn from the judge, to address the issue of status quo bias, where the
world is changing.
– Stage 3 elevates the AI to the role of a more general coach, providing outcome

feedback on choices and highlighting decision patterns. The judge can also explain
the reason for deviating.

Thenwe turn to Stage 4, where youmight bring in other people’s decision histories. If
we can show the judge the predicted self, why not show the predicted others, so the
judge has a platform to access a community of experts. This leverages many of the
previous motives related to the self but also motives related to comparisons with
others.
– Stage 4 has the AI bring in other people’s decision histories and patterns, serving

as a platform for a community of experts.
Only in Stage 5, you might recommend the optimal decision if there is one.

The theory behind the piece is one of ego or self-concept, an idea that can be
traced to Enlightment and Romantic ideals of the self—Enlightenment ideals of self-
knowledge and self-mastery, presuming that each person has an interior space and
memory of oneself, and Romantic ideals of self-realization, distinctive self-expression
and authenticity, being true to oneself (Taylor 1989, 1991). Recognizing that there are
different sources of the self, according to philosophers, constituted a moral revolu-
tion, in which projects of personal identity (a self constituted by one’s strongest
values and commitments) came to be important beyond economic self-interest.
Questions of identity and self-fulfilment became personally significant; refusals of
acceptance and respect, deeply challenging. We can see projects of personal identity
beingmobilized in both progressive (gender and sexual identities and claims to equal
rights) and conservative politics (national and communal identities defended by
populist movements). We can see projects of personal identity in self-esteem and
authenticity being taught as values in school—“find your passion”. We can see
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projects of personal identity and self-esteem—violations of self-esteem—in
contemporary discussions of microaggression, trigger warnings, and privilege dis-
parities. Recognizing that everyone has their own way of being human—especially
for those whose identities have been systematically degraded and whose rights to be
treated as equals have been neglected—facilitates respect for individuals, but also
for different cultures, according to philosophers.

Now letmemake thismore concrete.Much ofmy research thinks about concepts
of legitimacy in law (Chen 2013). Coming from economics, a lot of theorists will write
downmodels where people are motivated by law through sanctions and deterrence.
But many non-economists will argue that sometimes law’s just legitimate - that
peoplemight follow the law because it’s the right thing to do, andmake their decision
for reasons apart from the consequences of decisions. But thismotivemight presume
that the law or the lawmaker is legitimate – that the lawmaker is not indifferent, and
recognizes my individuality. So that might explain some of the backlash to AI,
because an algorithm treats me like a datapoint like all the others, but I think of
myself as unique, and a littlemore different; I want the judge to recognizemy specific
circumstances.

Here’s an anecdote that captures one way to think about indifference, where
police officers in the U.S. South literally flipped a virtual coin before making an
arrest, a potentially life-changing decision.1 So why might this violate our notions of
justice and what does machine learning have to do with this?

We can think of two definitions of justice - equal treatment before the law and
equality based on recognition of difference. So think of a set of features X that should
lead to the same predictions or predictive accuracy of outcomes, and a set ofW’s that
should not. We tend to think of X ’s as consequences of our actions, based on of the
control principle and merit principle that we should be liable only for events or
actions that are under our control (Gurdal et al. 2013; Moulin 2004). But then theW ’s
might be things that I think many justice systems will recognize and think should be
orthogonal to outcomes, like ethnicity, gender, masculinity, or name. TheW ’s might
also be things outside of our control - like football, weather, judge’s lunchtime, or
preceding case. So think of the X ’s as recognizing our individuality, that should lead
to the same predictions, and then theW ’s are things that we, as a justice system, has
said should be orthogonal to outcomes, and when these last group of features are
affecting decisions, that’s going to affect the predictability of outcomes.

Behavioral anomalies offer an intuitive understanding of feature relevance.
Psychologists have documented many effects of moderate size in the lab, so “settings
where people are closer to indifference between options are more likely to lead to
detectable effects of behavioral biases outside the lab. So suppose a parabola

1 https://www.nytimes.com/2018/07/14/us/police-coin-flip-arrest.html.

4 D. L. Chen

CORRECTED PROOF

https://www.nytimes.com/2018/07/14/us/police-coin-flip-arrest.html


captures what the judge thinks it the right decision, small deviations cost little, the
judge isn’t sent to jail. But now suppose the parabolaflattens – 8months, 8 years – I’m
not sure, I’m inattentive – or – I don’t care, I’m indifferent, then as the influence of
the legally relevant factors wanes, the influence of extraneous factors can grow, so
we can think of measuring behavioral bias as documenting what economists might
call “revealed preference indifference”.

(I) Using machine learning to detect judicial indifference to case features

Machine learning can help diagnose judicial inattention in at least five different
ways. First is early predictability. Think about predicting the decision when the case
opens versuswhen it closes. It turns out in the U.S., you can predict with roughly 80 %
accuracy when the case opens for immigration judges versus when it closes. So this
might indicate circumstances where things during the case hearings are not really
affecting the final outcomes of the cases, where they might be using more snap
judgments or heuristics.

Dunn et al. (2017) conceptualizes early predictability, the possibility to use
machine learning to automate the detection of judicial indifference, where the judges
appear to ignore the circumstances of the case, X. In asylum courts, judges can be
predicted with the same level of accuracy at the time the case opens — and at the
time the case closes. To be sure, there may be external circumstances like country
war that should dictate the outcome of the case. But significant inter-judge disparities
in predictability suggest not all the judges interpret that information in the same
way, raising questions of snap or predetermined judgment. Figure 1 shows that
judges with low and high grant rates are more predictable.

(II) Using machine learning to automate the detection of judicial inconsistencies

A second way to diagnose judicial inattention is the detection of behavioral
anomalies - like the ones I’ve been describing - whether you do this through a larger
set of features for machine learning or do causal inference. Let me demonstrate this
ideawith the asylum courtswhere I have the administrative universe since 1981. This
data comprise half a million asylum decisions across 336 hearing locations and 441
judges. The applicant for asylum reasonably fears imprisonment, torture, or death if
forced to return to their home country. The average grant rate is about 35 %.
Applicants are randomly assigned. Dunn et al. (2017) shows that using data only
available up to the decision date, you can achieve 80 %predictive accuracy. Chen and
Eagel (2017)Chen 2017 shows this is predominately driven by trend features and
judge characteristics,W’s beyond the applicant control, that might raise questions of
due process violations. About one-third is driven by case information, news events,
and court information.

Incremental AI 5

CORRECTED PROOF



Figure 2 shows some descriptive statistics. Judges are more lenient before lunch
and towards the end of the day. The lower left of Figure 2 shows that there is a
U-shape relationship with family size, and the lower right shows that defensive cases
are less likely to be granted – defensive cases are those where the applicant has been
caught, rather than applying for an extension to stay. Figure 3 shows that judges are
more lenient with goodweather rather than extremeweather andmore lenient with
a genocide news indicator. The bottom part shows strong trend factors both within
the court on the left and over time on the right. While the literature typically studies
one behavioral feature at a time, Chen and Eagel (2017)Chen 2017 demonstrates the
possibility for machine learning to automate the detection of judicial inconsistencies
due to W.

(III) Using machine learning to directly detect indifference to appeals.

Now, suppose judges are systematically indifferent, so theymight be inattentative to
reversals, especially surprise reversals - the decisions predicted to be affirmed. So,
machine learning for predicting decisions when cases open, predicting decisions

Figure 1: Early predictability of asylum decisions. Judges with high and low grant rates are more
predictable Source: Dunn et al. (2017).
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when cases close, having a larger set of features to do predictions, and then
predicting the reversal. Figure 4 shows that asylum judges respond to surprise
reverals by granting more asylum and holding more hearing sessions.

Figure 2: Predictability of asylum Decisions. More lenient before lunch & towards end of day & for
affirmative asylum, U-shape with family size Source: Chen and Eagel (2017).
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(IV) Do less attentive judges have implicit risk rankings closer to random?

Judges vary substantially in their responsiveness to reversal. We can use machine
learning to assess whether less attentive judges are closer to flipping a coin, such that

Figure 3: Predictability of asylumdecisions.More lenientwith goodweather & genocide news indicator
& over time & female judges. Strong trend factors within-court & within-judge. Source: Chen and Eagel
(2017).
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Figure 4: Attentativeness to surprise
reversals. Source: Ash and Chen (2020).
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their implicit risk rankings are closer to random. We don’t have the actual risk
ranking of each litigant but we can assess the implicit risk ranking by comparing the
stricter and more lenient decision-makers.

Consider the following hypothetical in the prosecutorial decision to screen an
individual into the criminal justice system or to send the individual home. Amaranto
et al. (2017) use data from New Orleans for 12 years. The data is incredibly detailed -
430,000 charges, 145,000 defendants - and a 594 page codebook including the name,
social security number, victims, witnesses, police officers, and so on–a perfect setting
for machine learning, with more columns than rows. The entire data collection
process begins at the moment of the arrest to the final sentence, if any (Figure 5).

To put this in perspective, other datasets are not linked: they study victimization,
or police reports, or arrests, and the many random judge assignment studies
examine (and can only examine) the final node only. This data reveals the screening
(rejections and dismissals) decision. Why is that important? Amaranto et al. (2017)
addresses the broader disparities in criminal justice, where motivations like the
perceived legitimacy of the lawmaker have been hotly debated alongside racial
differences in the police use of force.

An unexamined issue is what happens after an arrest and before the trial.
Information about cases dropped by the prosecutor has been-to date-unavailable—
and they are largely unaccountable. The prosecutor is said to decide the fate of 15
cases for every case presided over in trial (Wilson and Petersilia 2010). From 1990 to

Figure 5: Detailed information on arrests linked to final resolution
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2010, roughly 50 % of increase in felony filings comes from misdemeanors being
charged as felonies (Pfaff 2017). A recent study argues that the prosecutor charge type
can essentially make the racial gap in sentences disappear (Rehavi and Starr 2014).
Prosecutors are therefore very powerful. The data shows the racial gap reappears
once prosecutor screening is taken into account. Namely, if Black defendants are less
likely to have their case screened out, that mechanically reintroduces the sentencing
gap in a very real manner. Cases are randomly or rotationally assigned to screeners.
The screening decision is interpretive and discretionary.

How the screeners rank the risk of the arrestees is unobserved. However, we can
assess their implicit risk ranking by comparing the distribution of predicted risk of
the arrestees charged by the “strict” and the “lenient” screeners. That is, we can use
machine learning to understand how screeners screen. The actual risk distribution
amongst strict and lenient screeners differ from what we would expect to see if the
screeners were releasing based on predicted risk.

If a defendant were released based only on risk score, the harshest quintile of
prosecutors, represented by S5 in Figure 6, would be releasing only a few individuals
and we might expect only the low-risk R1s and R2s to be released. As we move
towards the most lenient prosecutors, represented by S1, we would start to see R4s
and R5s. If instead we were flipping a coin, we would expect the same distribution of
risk scores across the strict and lenient prosecutors andwithin each quintile, an even
distribution of R1 to R5 within each bar. This is what we actually see with human
prosecutors on the right.

Figure 6: Implicit risk rankings. Source: Amaranto et al. (2017).
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Turning to asylum, we can ask whether the lenient asylum judges are only
denying the riskiest applicants, the ones who would have their appeal rejected–that
is, we should see the lowest reversal rates of their asylum denials. However, if I am a
harsh asylum judge, rejecting most of my applicants, I would expect a larger share of
my denials be overturned.What we see on the left side of Figure 7 is that judges have
strong habits: a judge who is generally lenient in other cases is likely to be lenient in
any given case. In the right side, the judges are sorted from least to most lenient. If
judges are ‘ordering’ their asylees, the most lenient judge letting in the most appli-
cants should be rejecting only the “least safe” applicants, so we should expect the
appeal success to be lower. This is what we see among the more attentive judges but
not the less attentive judges, who may be more prone to other extraneous factors
such as the weather, as we see in Figure 8.
(V) Using machine learning to detect difference-in-indifference

And then we might investigate difference-in-indifference. So for example is
inattentiveness exacerbated for those from the Global South, which turns out to be
the case as shown in Figure 9. Likewise, difference-in-indifference can be investigated
for early predictability, mistakes, and behavioral anomalies.

These five uses of machine learning are all a bit negative and diagnostic. But we
can also use machine learning to increase recognition and dignity.

So now letme talk about howmight this be done in practice, this decision-support.
An app can be given to a judge: here’s the schedule type, judge name, a dropdown
menu to access themselves or the others, the city, the location, the time, etc., so they can
view the prediction. Then, we might do an impact evaluation on trust, perceived
indifference of lawmakers, but also more pragmatic things like the number of appli-
cations, how the decisions evolve, reversals, the speed, and the disparities.

At a less granular level, court administrators and judges can already access their
court statistics –what is it I have done in the past, how other tribunals have done it,
how the other judges are doing it. We can test the role of self-image motivations.
Suppose the program has diagnosed that you are slow relative to others, or that you
are more absent relative to others. And, these are life-tenured judges with fixed
financial incentives, so you aremore absent than your colleagues, you’re slower than
your colleagues - you pick the index that the historical data has already shown you to
be worst performing on.

Judicial analytics holds the promise of increasing efficiency and fairness of law.
While much empirical work evaluates judges to observe inconsistencies in their
behavior, the advent of machine learning tools offers an approach to automate the
detection of inconsistencies and inattention. We are working with various country
governments to impact evaluate personalized nudges for judges, telework with non-
financial based congestion pricing, mobile/e-justice apps, GPS-based scheduling of
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Figure 7: Implicit risk rankings. Source:
Ash and Chen (2020).
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Figure 8: Attentiveness and proneness
to extraneous factors. Source: Ash and
Chen (2020).
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Figure 9: Implicit risk rankings. Source:
Ash and Chen (2020).
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hearings, adaptive learning, theory versus case-based teaching (using the history of
their own past decisions), social-emotional learning (self-reflection) interventions,
legal analytics, and other fairness, accountability, and transparency initiatives
around AI and justice.
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